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Abstract

This paper proposes an adaptive variable structure control (VSC) for a class of mismatched uncertain systems with unknown disturbances. First, a necessary and sufficient condition in terms of linear matrix inequalities is proposed to guarantee the system in sliding mode is asymptotically stable. Second, an adaptive output feedback variable structure controller is designed to force the system states reach the sliding surface and stay on it thereafter. Finally, the advantages and effectiveness of the proposed approaches are demonstrated via a numerical example.
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1. Introduction

Variable structure control (VSC) has emerged as a method capable of use in given robust control systems (Kwan, 1996; Zak & Hui, 1993). The conventional VSC design can be divided into two phases. The first phase is the reaching phase, in which a switching control law is given so that the system trajectory can be trapped on a switching surface and remain on it thereafter. The second one is the sliding phase. The switching surface was determined in such a way that the system dynamics can have good performance in the sliding mode (Tsai, Mai, & Shyu, 2006). The main advantages of VSC are fast response and strong robustness with respect to uncertainties and disturbances. However, in terms of implementing variable structure control scheme on practical systems of industrial relevance, the assumption of all the system states availability, including the initial conditions, is a usually conservative and imposes high set-up cost due to high number of sensors. In this situation, there are two approaches in designing the output feedback variable structure controllers. One is to use state observers to provide an estimate of the unmeasured states. The other is to utilize the output-based controllers, such as static gain and dynamic compensator. Thus, the design of asymptotic observers and dynamic compensators is very important and has been established (Diong & Medanic, 1992; Emelyanov, Korovinj, Nersisyan & Nisenzov, 1990; Esfandiari & Khalil, 1992). However, the direct output feedback design in variable structure system (VSS) is worth investigating (Shyu, Tsai, & Lai, 2001; Kwan, 2001; Choi, 1998; Silva, Edwards & Spurgeon, 2009; Nunes, Hsu & Lizarralde, 2009; Hao & Yang, 2013; Zhang &Zheng, 2014). The work by Shyu, Tsai, & Lai (2001) proposed an output feedback controller for matched uncertain systems. Another direct output feedback design was also proposed by Kwan (2001), which discussed the controllers’ design for uncertain systems with matching conditions. In Choi’s study (1998), the problem of designing a linear sliding surface was proposed for a class of uncertain systems with mismatched uncertainties. The works by Silva, Edwards & Spurgeon (2009) proposed a sliding mode output feedback controllers for plants with matched and mismatched uncertainties. By using a hybrid compensation scheme, Nunes, Hsu & Lizarralde (2009) presented a new variable structure control law to solve a longstanding problem of global exact output tracking for uncertain linear plants. The study by Hao & Yang (2013) proposed the robust fault-tolerant control problem for uncertain linear systems via sliding mode output feedback. By Zhang &Zheng (2014), the problem of designing adaptive output feedback variable structure controllers was developed for a class of linear systems with matched external disturbance. In order to handle a larger class of mismatched uncertainties, the authors of Ginoya, Shendge, & Phadke (2014) presented a new sliding mode observer for general nth order systems with mismatched uncertainties. As a result, the closed-loop of mismatch uncertain systems driven by the proposed output feedback variable structure control scheme is asymptotically stable. However, it should be noted that most of the existing results for mismatch uncertain systems are required that the disturbances are bounded by a known...
upper bounding function. In this paper, an adaptive variable structure control scheme is proposed for a class of systems where disturbances are bounded by an unknown function.

2. Statement of the Problem

Let the system to be controlled be represented by the following differential equation:

\[
\dot{x} = [A + \Delta A(x,t)]x + B[u + g(x,t)] \\
y = Cx
\]  \hspace{1cm} (1)

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^m \) is the control input, \( y \in \mathbb{R}^p \) is the output and \( m \leq p < n \). The matrices \( A, B \) and \( C \) are constant matrices with appropriate dimensions. The term \( \Delta A \) represents the mismatched uncertainty of the plant which the matching condition is not satisfied and \( g(x,t) \) is the disturbance input.

For the system, the following assumptions are made

Assumption 1: \( \Delta A(x,t) \) is of the form

\[
\Delta A(x,t) = DF(x,t)E
\]

where \( F(x,t) \) is unknown but bounded as \( \|F(x,t)\| \leq 1 \) for all \( (x,t) \in \mathbb{R}^n \times R \), and \( D \) and \( E \) are known matrices of appropriate dimensions.

Assumption 2: The exogenous disturbance \( g(t,x) \) is assumed to be bounded by a \( r \)-order polynomial of the norm of the output variables

\[
\|g(x,t)\| \leq a_1 + a_2 \|x\| \|y(t)\| + a_3 \|x\|^2 \|y(t)\|^2 + \ldots + a_r \|x\| \|y(t)\|
\]

where the scalars \( a_1, a_2, a_3, \ldots, a_r \) are unknown bounds, which are not easily obtained due to the complicated structure of the uncertainties in practical control systems.

Assumption 3: The matrices \( B \) and \( C \) are full rank, and \( \text{rank}(CB) = m \).

Under assumption 3, it follows from paper (Yan, Spurgeon, & Edwards, 2012) that there exists a coordinate transformation \( z = T \dot{x} \) such that the system (1) has following regular form.

\[
\dot{z}(t) = 
\begin{bmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{bmatrix}
\begin{bmatrix}
D_1 \\
D_2
\end{bmatrix}F
\begin{bmatrix} E_1 & E_2 \end{bmatrix}z(t) + 
\begin{bmatrix} 0 \\
B_2
\end{bmatrix}[u + g(z,t)] \\
y(t) = 
\begin{bmatrix} 0 & C_2 \end{bmatrix}z(t) \hspace{1cm} (2)
\]

where \( TAT^{-1} = 
\begin{bmatrix}
A_1 & A_2 \\
A_3 & A_4
\end{bmatrix} \), \( TDFE T^{-1} = 
\begin{bmatrix} D_1 \\
D_2
\end{bmatrix}F
\begin{bmatrix} E_1 & E_2 \end{bmatrix} \), \( TB = 
\begin{bmatrix} 0 \\
B_2
\end{bmatrix} \) and \( CT^{-1} = 
\begin{bmatrix} 0 & C_2 \end{bmatrix} \). The matrices \( B_2 \in \mathbb{R}^{m \times m} \) and \( C_2 \in \mathbb{R}^{p \times p} \) are non-singular.

Let \( z(t) = [z_1^T(t) \ z_2^T(t)]^T \) then the equation of (2) can be rewritten as

\[
\dot{z}_1(t) = (A_1 + D_1FE_1)z_1(t) + (A_2 + D_1FE_2)z_2(t) + [u + g(z,t)] \hspace{1cm} (4)
\]
\[
\dot{z}_2(t) = (A_3 + D_2FE_1)z_1(t) + (A_4 + D_2FE_2)z_2(t) + [u + g(z,t)] \hspace{1cm} (5)
\]
The output sliding surface can be defined as follows:

$$\sigma(y(t)) = Ky(t) = KCx(t) = K\begin{bmatrix} 0 & C_2 \end{bmatrix}z(t)$$

$$= K_2 z_2(t) = 0$$

where $K \in R^{m \times p}$ are obtained from the algorithm given in (Edwards and Spurgeon, 1998) and $K_2 \in R^{m \times m}$ is non-singular.

In sliding mode $\sigma(y(t)) = 0$ and $\dot{\sigma}(y(t)) = 0$, we have $z_2(t) = 0$. Then, from equations (4) and (6), the sliding mode dynamics of system (1) associated with the sliding surface (6) is described by

$$\dot{z}_1(t) = (A_1 + D_1 F E_1)z_1(t)$$

In what follows, our attention will be focused on two importance steps. The first step, appropriate LMI stability conditions by the Lyapunov method are derived such that sliding motion (7) is asymptotically stable. The second step, an adaptive output feedback variable structure control scheme is designed such that the system states reach the sliding surface (6) in finite time and stay on it thereafter.

Before proceeding, we will need the following lemma

**Lemma 1** (Choi, 1998): Let $X$, $Y$ and $F$ are real matrices of suitable dimension with $F^TF \leq I$ then, for any scalar $\varphi > 0$, the following matrix inequality holds:

$$XFY + Y^TF^TX \leq \varphi^{-1}XX^T + \varphi Y^TY.$$  

3. Sliding Mode Stability Analysis

In this section, the stability of the sliding motion is investigated. Let us begin with considering the following LMI:

$$\begin{bmatrix} A_1^TP + PA_1 & PD_1 & E_1^T \\ D_1^TP & -\varphi^{-1}I & 0 \\ E_1 & 0 & -\varphi I \end{bmatrix} < 0$$

where $P \in R^{(n-m)\times(n-m)}$ is any positive matrix and the scalar $\varphi > 0$. Then, the following theorem shows that sliding motion (7) is asymptotically stable.

**Theorem 1**: Suppose that LMI (8) has a solution $P > 0$ and the scalar $\varphi > 0$. The sliding surface is given by equation (6). Then, the sliding motion described in (7) is asymptotically stable.

**Proof**: Now we are going to prove theorem 1. First, let us define a Lyapunov function candidate as

$$V = z_1^TPz_1$$

where the positive-definite matrix $P$ is defined in (8). If we differentiate $V$ with respect to time combined with (7) then

$$\dot{V} = z_1^TPz_1 + z_1^TPz_1 = z_1^T[(A_1 + D_1 F E_1)^TP + P(A_1 + D_1 F E_1)]z_1$$

Using Lemma 1, we obtain that for the scalar $\varphi > 0$

$$\dot{V} \leq z_1^T(A_1^TP + PA_1 + \varphi PD_1 D_1^TP + \varphi^{-1}E_1^TE_1)z_1$$

By the Schur complement, (8) is equivalent to

$$A_1^TP + PA_1 + \varphi PD_1 D_1^TP + \varphi^{-1}E_1^TE_1 < 0.$$  

After all, from equations (11) and (12), it is clearly that
\[ \dot{V} < 0. \]  

The inequality (13) implies that if the LMI (8) is feasible the sliding motion (7) is asymptotically stable.

**Remark 1:** Theorem 1 provides the new existence condition of the sliding mode via LMI technique, which can be easily worked out using LMI Toolbox in Matlab.

### 4. Reachability Analysis

The objective in this section is to design a static output feedback sliding mode control such that system states are driven to the sliding surface (6). In order to satisfy the above aim, the modified variable structure controller is selected to be

\[
\dot{u}(t) = -B_2^{-1} \left[ K [0 \quad C_2] T A T^{-1} \right] \sigma + \left[ K [0 \quad C_2] T D \right] \left[ E T^{-1} \right] \eta + \alpha + \zeta(t) \]  

where scalars \( \alpha > 0, \ \eta > 0 \) and the adaptive law is defined as:

\[
\zeta(t) \geq \sum_{i=1}^{r} \hat{a}_i(t) \eta \| \sigma \| B_2 \| T^{-1} \| \| y \|^2 \]  

where \( \hat{a}_i(t) \) is the solution of the following equations

\[
\dot{\hat{a}}_i(t) = q_i \eta \| \sigma \| B_2 \| T^{-1} \| \| y \|^2, \quad i = 1 \ldots r \]  

in which scalars \( q_i > 0, \ i = 1 \ldots r \).

The following Theorem is established to discuss detail conditions that system states are driven to the sliding surface (6).

**Theorem 2:** Suppose that the LMI (8) has a solution \( P > 0 \) and the sliding surface is given by equation (6). Consider the closed loop of system (2)-(3), then the control law (14) guarantees that the system state reaches the sliding surface in finite time for \( \| z(t) \| \leq \eta \).

**Proof:** Let us consider the following Lyapunov function

\[
V = \frac{1}{2} \sigma^T \sigma + \frac{1}{2} \sum_{i=1}^{r} \frac{\hat{a}_i^2(t)}{q_i}, \]  

where \( \hat{a}_i(t) = a_i - \hat{a}_i(t) \), the scalar \( q_i > 0 \ i = 1, \ldots, r \). By differentiating \( V \) with regard to time using (6) yields that

\[
\dot{V} = \sigma^T \dot{\sigma} - \sum_{i=1}^{r} \frac{\hat{a}_i(t) \dot{\hat{a}}_i(t)}{q_i} = \sigma^T K \dot{y}(t) - \sum_{i=1}^{r} \frac{\hat{a}_i(t) \dot{\hat{a}}_i(t)}{q_i} \]  

Substituting equation (2) into equation (18), one can get

\[
\dot{V} = \sigma^T K [0 \quad C_2] (T A T^{-1} + T D F E T^{-1}) z(t) + \sigma^T B_2 [u + g(z,t)] - \sum_{i=1}^{r} \frac{\hat{a}_i(t) \dot{\hat{a}}_i(t)}{q_i} \]  

From assumption 2 we have

\[
\begin{align*}
\dot{V} &\leq \| \sigma \| \left[ K [0 \quad C_2] T A T^{-1} \right] + \| K [0 \quad C_2] T D \| \left[ E T^{-1} \right] \| \eta \| \sigma^T B_2 \| u(t) \\
&\quad + \| \sigma \| B_2 \| g(z,t) \| - \sum_{i=1}^{r} \frac{\hat{a}_i(t) \dot{\hat{a}}_i(t)}{q_i}.
\end{align*}
\]
\[
\dot{V} \leq \|\sigma\| (K [0 \quad C_2 ] T A T^{-1} ) \| + \| K [0 \quad C_2 ] T D \| E T^{-1} \| y \| z \| + \sigma^T B_2 (t) \\
+ \sum_{i=1}^{r} a_i \| \| B_2 \| T^{-1} \| y \| z \| \| y \| \| \| y \| \| y \|- \sum_{i=1}^{r} \hat{a}_i (t) \hat{a}_i (t) q_i \\
\leq \|\sigma\| (K [0 \quad C_2 ] T A T^{-1} ) + \| K [0 \quad C_2 ] T D \| E T^{-1} \| \eta + \sigma^T B_2 (t) \\
+ \sum_{i=1}^{r} a_i \| \| B_2 \| T^{-1} \| y \| \| \| y \| \| y \|- \sum_{i=1}^{r} \hat{a}_i (t) \hat{a}_i (t) q_i .
\]

Substituting equations (14)-(16) into equation (20), it is clearly that

\[
\dot{V} \leq -\alpha - \xi (t) + \sum_{i=1}^{r} a_i \eta \| \| B_2 \| T^{-1} \| y \| \| \| y \| \| y \|- \sum_{i=1}^{r} \hat{a}_i (t) \eta \| \| B_2 \| T^{-1} \| y \| \| y \|- \sum_{i=1}^{r} \hat{a}_i (t) \hat{a}_i (t) q_i .
\]

Clearly, we obtain

\[
\dot{V} \leq -\alpha < 0.
\]

Thus, the proof is completed.

**Remark 2:** From VSC theory, Theorems 1 and 2 together show that the sliding surface (6) with the output feedback variable structure controller (14) guarantee that: 1) at any initial value the system states reach the sliding surface and stay on its thereafter; and 2) the mismatched uncertain system (1) is asymptotically stable.

5. **Numerical Example**

In this section, we test the proposed adaptive output feedback controller on the mismatched uncertain system used by Silva, Edwards & Spurgeon (2009)

\[
\dot{x} = \begin{bmatrix} 1 & 1 & -1 \\ 1 & -1 & 0 \\ 4 & 0 & 2 \end{bmatrix} + \Delta A x + \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} (u + g)
\]

\[
y = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} x
\]

where the mismatched uncertain is given as \( \Delta A = D F E \) with \( D = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} \), \( E = \begin{bmatrix} 1 & 1 \end{bmatrix} \) and \( F = 0.9 \sin(x) \); the disturbance is assumed to satisfy as \( \| \xi(x,t) \| \leq 0.01 + 0.9 \| y \| + 0.9 \| y \| \).

The coordinate transformation is given as \( T = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ -5 & 0 & 1 \end{bmatrix} \). The matrices \( B_2 = 1 \), \( C_2 = \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \) are non-singular and the matrix \( A_1 = \begin{bmatrix} -4 & 1 \\ 1 & -1 \end{bmatrix} \) is stable. Using LMI approach which mentioned in (8), we can find the
solution \( P = \begin{bmatrix} 0.7651 & 0.7767 \\ 0.7767 & 3.0997 \end{bmatrix} \). The sliding matrices are given by \( K = [1, 1] \) and from (6) the sliding surface is consider as

\[
\sigma(y,t) = [1, 1]y(t) = 0
\]  
(25)

Let \( \alpha = 30.8 \) and \( \eta = 2 \), then the control law is reachable from (14) which is

\[
u(t) = -[ \zeta(t) + 67.1] \frac{\sigma}{\|\sigma\|}
\]  
(26)

where \( \zeta(t) \geq 10.3 \dot{a}_1(t) \|\sigma\| + 10.3a_2(t) \|\sigma\| \|y_1\| + 10.3 \dot{a}_3(t) \|\sigma\| \|y_1\|^2 \), and \( \dot{a}_1(t), \dot{a}_2(t) \) and \( \dot{a}_3(t) \) satisfy the following equations

\[
\dot{a}_1(t) = 0.1 \|\sigma\|, \quad a_1(0) = 0.02
\]  
(27)

\[
\dot{a}_2(t) = 0.1 \|\sigma\| \|y\|, \quad a_2(0) = 0.01
\]  
(28)

and

\[
\dot{a}_3(t) = 0.1 \|\sigma\| \|y\|^2, \quad a_3(0) = 0.02
\]  
(29)

respectively.

![Figure 1. Time responses of system states \( x(t) \)](image-url)
Figure 2. Time responses of the sliding surface $\sigma(t)$

Figure 3. Time responses of the control input $u(t)$
Figure 4. Time responses of the adaptive parameter $\hat{a}_1(t)$

Figure 5. Time responses of the adaptive parameter $\hat{a}_2(t)$
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Figure 6. Time responses of the adaptive parameter \( \hat{a}_3(t) \)

The initial conditions for the above system are selected to be \( x(0) = [-1 \ 1 \ 0.4]^T \). The simulation results are shown in Figures 1 and 6. Figure 1 shows the trajectories of all the states which it is obtained that the asymptotic stability is achieved as proves by theorem 1. Figure 2 illustrates the sliding surface \( \sigma(y, t) = 0 \) achieved at \( t = 0.2 \) about and the effect of the uncertainties are effectively eliminated. Figure 3 shows the control input. It can be seen that the proposed controller has a good performance and is effective in dealing with matched and mismatched uncertainty system.

**Remark 3:** This approach uses only output information completely in sliding surface and controller design. Thus, conservatism is reduced and robustness is enhanced.

6. Conclusion

This paper has presented the adaptive variable structure control for mismatched uncertain systems where disturbances are bounded by an unknown function. In the sliding mode, asymptotic stability of the mismatched uncertain system is assured under certain conditions. Based on modified adaptive law, the adaptive output feedback variable structure control is designed to solve unknown disturbances and guarantee the reachability of system states. This approach does not need the availability of the state variables so that this method is very useful and more realistic since it can be easily implemented in many practical systems.
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