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Abstract

At present, the remittance of Bangladesh (RB) is the largest source of foreign exchange earning of the country. The RB plays a critical role in alleviating the foreign-exchange constraint and supporting the balance of payments, enabling imports of capital goods and raw materials for industrial development. Remittance from overseas migrant workers certainly increases the income disparity between classes of the rural society. Therefore forecasting plays an important role to know the future situation of economic condition. This paper employed the prospective data on RB to derive a unique and suitable forecasting model. The data were collected from Bangladesh Bank (BB) during January, 1998 to December, 2003. The Autoregressive Integrated Moving Average (ARIMA) and the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) models were used to find out the best one. The findings indicated that the ARIMA \((0,1,1)\) \((0,2,1)_1\) and the GARCH \((2,1)\) models were appropriate for our data and the GARCH \((2,1)\) model appeared to be the best one between these.
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1. Introduction

People are observing the world considering a large number of alternatives for their better life. Research is the best way to build up such a better life. It is a way of examining the alternative futures and identifying the most probable. Forecasting is also a research in the field of economics. Forecasting is designed to help decision-making and planning in the present for the future. Forecasts are needed continually and the impact of the forecasts on actual performance measure is measured, original forecasts are updated and decisions are modified and so on. Almost all the managerial decisions are based on forecast. Forecasting does not ever finish.

Statistical modeling has the central importance in statistical decision-making, since everything is a model of reality (Abraham & Johannes, 1983). Despite the importance of the forecasting it is in fact only a representation of reality but not the reality itself. Models cannot be exact to representations. Models show correlation or causation between variables and imply that action is only taken after careful thought and reflections. A heretofore model may lose validity due to changing conditions and may represent inaccurate reality and adversely affecting the ability of the decision-maker to make good decisions. A number of models are suggested for forecasting financing time series data. The problem, the solution expected, types of data, etc. may vary from situation to situation. Therefore, careful attentions as well as valid arguments are needed to select a model for forecasting a financial time series. A particular model may be appropriate for a particular data set e.g. network traffic prediction models use linear time series models such as autoregressive (AR) and autoregressive integrated moving average (ARIMA) model (Sang & Li, 2002; Adas, 1997).

There are a number of approaches for modeling time series. The AR model is a common approach for modeling univariate time series data. This model can be effectively coupled with moving average (MA) model to form a general and useful class of time series model known as ARMA model. The ARMA model depends on the inputs and the outputs of a system. However, they can only be used for the stationary data set. This class of model can be extended to non-stationary series by allowing differencing of the data series named as ARIMA models (Box & Jenkins, 1976; Makridakis, Wheelwright, & Hyndman, 1998). Thus, an ARIMA model is a combination of an AR process and a MA process applied to a non-stationary data series. The use of conditional heteroscedastic model has been a common tool for modeling and forecasting volatility of asset and currency returns following the introduction of the autoregressive
generalized version is the generalized autoregressive conditional heteroscedasticity (GARCH) model (Bollerslev, 1986;
Engle, 2004).

Remittance is the better instrument to remove poverty (Matin, 1994; Murshid, Iqbal, & Ahmed, 2001). In recent years,
worldwide remittance transfers have increased (Jha, Sugiyarto & Vargas-Silva, 2009). In developing countries average
annual growth rate of remittance flows was 15%, from 1997 to 2007 (Jha, Sugiyarto & Vargas-Silva, 2009). In
Bangladesh the remittance flow is 10% of GDP (Jha, Sugiyarto & Vargas-Silva, 2009). According to recent literature, in
Bangladesh, remittance is showing potential contribution to the economic development (Bruyn, 2006). So, it is
necessary to pay attention on the future conditions of remittance by using several forecasting models. But all the models
do not perform in same way. Therefore, in this paper we compared the forecasting performance of ARIMA and GARCH
models in the remittance context of Bangladesh in order to fit the appropriate model.

2. Method

2.1 Data Sources

The data were collected from the Monthly Economic Trends of Bangladesh Bank (BB) during January, 1998 to
December, 2003. This period was selected because the figures against each month were available from the source and
there was an opportunity for validation. The forecasting models needed reliable and equally spaced long series of data.
Therefore, the monthly remittances were chosen as the variable not only for its availability but also for its originality.
Our data set contained 72 observations. The observations were separated into training segment and test segment. The
first segment contained first 60 observations and the latter contained the remaining 12.

2.2 Model Selection

The Box-Jenkins (BJ) methodology used to fit an appropriate model for the remittances data (Box & Jenkins, 1976).
This methodology consists of three phases (1) identification, (2) estimation and diagnostic checking and (3) application.
It requires at least 40 to 50 equally spaced periods of data. In addition to BJ methodology, Portmanteau tests such as
Box-Pierce test (Box & Pierce, 1970; Grigonytė & Butkevičiūtė, 2016) and Ljung-Box test (Ljung & Box, 1978) were
also used for identifying the stationarity of the data set. These test statistics are asymptotically distributed as chi-square
with “h-m” degrees of freedom, where “h” is the maximum lag and “m” is the number of parameters in the model
which has been fitted to the data. The autocorrelation function (ACF) and partial autocorrelations function (PACF)
(Makridakis, Wheelwright, and Hyndman, 1998) of the stationary series were observed to see if any pattern remains.
The akaike’s information criterion (AIC) (Akaike, 1974) was used to select the best model among the plausible models.
After identifying a tentative model, we applied the method of maximum likelihood to get preliminary estimates. “R”
program was used to refine the estimate. A test of significance of the estimated parameters was done to identify the
insignificant estimates (values may have been larger than 0.05). A revised model was considered after omitting the
insignificant terms.

Diagnostic checking was done by studying the residuals to verify the model. For a good forecasting model, the residuals
left over after fitting the model should be simply white noise. Therefore, we would hope to find no significant
autocorrelations and partial autocorrelations in the ACF and PACF of the residuals.

In this study, we considered some well-known measures of forecasting error such as, mean error (ME), mean absolute
error (MAE), mean square error (MSE), mean prediction error (MPE), mean absolute percentage error (MAPE), and
adjusted mean absolute percentage error (AMAPE) to compare ARIMA and GARCH models. The model that gave the
minimum measures of forecast error was our expected model for further forecasting. The ME, MAE and MSE dealt
with measures of accuracy and the MPE, MAPE and AMAPE gave the relative comparison.

3. Results

The results obtained under the methods mentioned above to find out the suitable model for the considered data set are
presented below.

3.1 Choosing an ARIMA Model

The time plot of the data showed that, these data had increasing trend (Figure 1). A mathematical transformation is
convenient for accounting the increasing variations. Therefore, log transformation was used to stabilize the variation
(Figure 2). To recognize the seasonality we obtained the ACF of the remittances (Figure 3). The pattern was consistent,
because the ACF indicated the existence of seasonality. The Box-Pierce and the Ljung-Box test statistics illustrated that
the set of correlation values were not significantly different from a null set compared to a chi-square distribution with
24 degrees of freedom. This also indicated that the data set did not follow a white noise series. The obtained data were
also non-stationary in mean (Figure 2). So, after log transformation of the data of the training segment the first
difference and seasonal second difference (ts=transferred series) were taken to obtain stability in mean (Figure 4).

Figure 1. Trend analysis of Remittances (Taka in crores)

Figure 2. The Time Plot of log Remittances

Figure 3. The ACF of Remittances
The time plot of the ts showed that the series was stationary in variance and mean (Figure 4). By using ACF and PACF of the ts, it could be said that the series looked like a white noise series with almost no autocorrelations outside the 95% limits (Figures 5 ab). The Box-Pierce and the Ljung-Box statistics were equal to 30.7435 and 28.492, respectively. These values were not significant compared to a chi-square distribution with 24 degrees of freedom. The plot of the ACF and PACF (Figures 5 ab) gave a primary guess about the order of the parameters for ARIMA model.

Selection among ARIMA processes was done and the model with the minimum AIC (R program) was chosen (Table 1). We could not take all the AIC values in Table 1, due to the limitation of computer program to obtain the AIC value by maximizing the likelihood. We found that ARIMA (0,1,1) (0,2,1)₁₂ was the initial model and took the following form.
\[(1 - B)(1 - B^{12})^2 W_t = (1 - \theta_1 B)(1 - \phi_1 B^{12}) e_t\]

Where \( W_t = \ln(x_t) \) and 
\( x_t = \) remittance at time \( t \).

Table 1. The AIC values for ARIMA model

<table>
<thead>
<tr>
<th>Model</th>
<th>log likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA (0,1,1)(0,2,1)_{12}</td>
<td>10.23</td>
<td>-14.46</td>
</tr>
<tr>
<td>ARIMA (0,1,2)(0,2,1)_{12}</td>
<td>10.23</td>
<td>-12.45</td>
</tr>
<tr>
<td>ARIMA (1,1,1)(0,2,1)_{12}</td>
<td>10.23</td>
<td>-12.46</td>
</tr>
<tr>
<td>ARIMA (0,1,1)(1,2,1)_{12}</td>
<td>10.00</td>
<td>-11.99</td>
</tr>
<tr>
<td>ARIMA(0,1,1)(1,2,2)_{12}</td>
<td>10.46</td>
<td>-10.91</td>
</tr>
<tr>
<td>ARIMA(0,1,2)(1,2,1)_{12}</td>
<td>10.00</td>
<td>-10.00</td>
</tr>
<tr>
<td>ARIMA(3,1,1)(1,2,1)_{12}</td>
<td>10.83</td>
<td>-7.66</td>
</tr>
<tr>
<td>ARIMA(4,1,1)(1,2,1)_{12}</td>
<td>11.12</td>
<td>-6.24</td>
</tr>
</tbody>
</table>

AIC (Akaike’s Information Criterion); ARIMA (Autoregressive Integrated Moving Average)

Table 2 represents the values of z-statistic which were exercised to test the significance of the parameters of initial model.

Table 2. The significance test of the parameters of ARIMA

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Parameters</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_1 )</td>
<td>-0.3426</td>
<td>0.1589</td>
<td>-2.15</td>
<td>0.0158</td>
</tr>
<tr>
<td>( \phi_1 )</td>
<td>-0.5812</td>
<td>0.3160</td>
<td>-1.839</td>
<td>0.0332</td>
</tr>
</tbody>
</table>

ARIMA (Autoregressive Integrated Moving Average)

Figure 6. The diagnostic checking of ARIMA (0,1,1) (0,2,1)_{12} model

The \( p \)-values corresponding to the coefficients demonstrated that the parameters were significant at the 5% level. Therefore, the estimated model can be expressed as

\[ \hat{x}_t = \exp \left( \ln x_{t-1} + 2 \ln x_{t-12} - 2 \ln x_{t-13} - \ln x_{t-24} + \ln x_{t-25} + 0.3426 e_{t-1} + 0.5812 e_{t-12} + 0.1991 e_{t-13} \right) \]

Hence, this was the ARIMA model that we selected for forecasting the remittances of Bangladesh.
Figure 6 focused on the behavior of the residuals after fitting the ARIMA (0,1,1) (0,2,1)\textsubscript{12} model. The standardized residuals plot showed that, most of the standardized residuals were within the 95% limits (Figure 6a). Almost all of the spikes in the plot of ACF residuals were near to zero and belonged in the 95% limits (Figure 6b). The plot of p-values of the Ljung-Box statistic indicated that the residuals left over after fitting the model were white noise (Figure 6c). All these diagnostic checks supported that the selected model did not have the smallest AIC value only but also the better-behaved residuals. After obtaining the appropriate ARIMA model for forecasting, we used it to forecast the future values in the test set.

3.2 Choosing a GARCH Model

Performing the ARCH test, we could say that the main data set had ARCH effect. The Figure 2 and the Ljung-Box test with 24 degrees of freedom for the autocorrelation values indicated that the null hypothesis of no autocorrelation was rejected. Since the data were non-stationary we calculated the return series using the following conversation

\[
y_t = \tan\left(100 \times \ln\left(\frac{x_t}{x_{t-1}}\right)\right).
\]

After this transformation, the series gave a white noise series with almost no autocorrelations or partial autocorrelations outside the 95% limits. The ACF at lag1 and the PACF at lag11 were just outside the limits, but it was acceptable to have about 5% of spikes fall a short distance beyond the limits due to chance (Figure 7 ab).

The Ljung-Box statistic for these return series compared to a chi-square distribution with 24 degrees of freedom was insignificant. It can be concluded that return series had transformed the data into a white noise series (Figure 8).

The initial model with the minimum AIC was GARCH (2,1) and took the form

\[
Y_t = \alpha_0 + \alpha_1 \varepsilon_{t-1} + \sum_{j=1}^{2} \beta_j \sigma_{t-j}^2 + \varepsilon_t
\]

with \( \alpha_0 > 0, \alpha, \beta > 0 \) and \( \alpha + \beta < 1 \). The next step was to test the significance of the parameters. The coefficients with their estimated value and corresponding values of the z-statistics were given in the Table 3. Table 3 showed that the parameters \( \alpha_0 \) and \( \alpha_1 \) were significant since their p-values of less than 0.05 and the chosen model was a stationary model.

Table 3. The significance test of the parameters of GARCH

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Parameters</th>
<th>Standard error</th>
<th>z-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_0 )</td>
<td>11.13691</td>
<td>2.61835</td>
<td>4.253</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>0.58419</td>
<td>0.23091</td>
<td>2.530</td>
<td>0.0114</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>0.02237</td>
<td>0.06679</td>
<td>0.335</td>
<td>0.7377</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.08321</td>
<td>0.16423</td>
<td>0.507</td>
<td>0.6125</td>
</tr>
</tbody>
</table>

Figure 7. ACF (a) and PACF (b) of return series of Remittances
The behavior of the residuals after fitting the GARCH (2,1) model illustrated by the diagnostic checking (Figure 9). The plot of the standardized residuals showed that most of the standardized residuals were belonging within the 95% limits (Figure 9a). In the plot of ACF almost all of the spikes were in the 95% limits which were near to zero (Figure 9b). The QQ plot indicated that the residuals after fitting the model were white noise (Figure 9c). Compared to chi-square with 24 degrees of freedom Jarque Bera test represented that the residuals of the return series were non-normal. All these diagnostic check support that our selected model had the smallest AIC value with the better-behaved residuals.

Figure 8. The time plot of transferred series of Remittances

Figure 9. The diagnostic checking of GARCH (2,1)
3.3 Comparison between ARIMA Model and GARCH Model

The forecasting performance of the selected ARIMA model was compared with the GARCH model. The forecast errors for each model were obtained by subtracting the forecasted series from the original data series. From these errors, different measures of errors were calculated.

Table 4 represented that the GARCH (2,1) model gave the better result over ARIMA (0,1,1) (0,2,1)12. Thus it was wise to use the GARCH (2,1) model to forecast the future values of remittances of Bangladesh than that of ARIMA (0,1,1) (0,2,1)12 model.

Table 4. Comparison between ARIMA model and GARCH model

<table>
<thead>
<tr>
<th>Measures of error</th>
<th>ARIMA</th>
<th>GARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean error (ME)</td>
<td>2.19</td>
<td>0.013</td>
</tr>
<tr>
<td>Mean Absolute Error (MAE)</td>
<td>64.56</td>
<td>0.509</td>
</tr>
<tr>
<td>Mean Square Error (MSE)</td>
<td>12135.27</td>
<td>0.948</td>
</tr>
<tr>
<td>Mean percentage Error (MPE)</td>
<td>100.04</td>
<td>94.998</td>
</tr>
<tr>
<td>Mean Absolute percentage Error (MAPE)</td>
<td>100.04</td>
<td>94.998</td>
</tr>
<tr>
<td>Adjusted Mean Absolute percentage Error (AMAPE)</td>
<td>1.02</td>
<td>0.949</td>
</tr>
</tbody>
</table>

3.4 Out-of-Sample Forecasting During the Period January, 2004 to December, 2004

To see the performance of these two models out-of-sample forecasting, we derived the forecasted values of remittances using these two models for the period January, 2004 to December, 2004. The following table gives two forecasted series obtained by the two models as well as the actual data set.

From the Table 5, we could see that the forecasted value for each month in the time period could be obtained by ARIMA (0,1,1) (0,2,1)12 and GARCH (2,1) model.

Table 5. The forecasted and actual value of monthly Remittances during the period January, 2004 to December, 2004

<table>
<thead>
<tr>
<th>Period</th>
<th>Remittances (Taka in crores)</th>
<th>Forecasted value by ARIMA model</th>
<th>Forecasted value by GARCH model</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>2103.44</td>
<td>2627.363</td>
<td>1635.801</td>
</tr>
<tr>
<td>February</td>
<td>1509.21</td>
<td>2176.577</td>
<td>1999.833</td>
</tr>
<tr>
<td>March</td>
<td>1837.51</td>
<td>2382.577</td>
<td>1535.449</td>
</tr>
<tr>
<td>April</td>
<td>1672.54</td>
<td>2369.956</td>
<td>1763.682</td>
</tr>
<tr>
<td>May</td>
<td></td>
<td>2239.239</td>
<td></td>
</tr>
<tr>
<td>June</td>
<td></td>
<td>2168.978</td>
<td></td>
</tr>
<tr>
<td>July</td>
<td></td>
<td>2464.418</td>
<td></td>
</tr>
<tr>
<td>August</td>
<td></td>
<td>2333.626</td>
<td></td>
</tr>
<tr>
<td>September</td>
<td></td>
<td>2394.123</td>
<td></td>
</tr>
<tr>
<td>October</td>
<td></td>
<td>2397.330</td>
<td></td>
</tr>
<tr>
<td>November</td>
<td>2505.000</td>
<td>2150.362</td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusion

In this paper, an appropriate model was selected for forecasting remittances of Bangladesh. The ARIMA (0,1,1) (0,2,1)12 and the GARCH (2,1) model were fitted firstly and then the forecasting performances of these two approaches were compared. Forecasting errors for both the models were obtained and the various measures of forecast errors were calculated. It was found that the GARCH (2,1) gave less average forecasting errors than that of the ARIMA (0,1,1) (0,2,1)12 model. This indicated that, in the ARIMA model, the long run variance was considered as constant though for some time period the variance increased significantly. The ARIMA model failed to identify this activity and as a result, over fit by the data in sample tests. However, the GARCH model fitted the data better than the ARIMA model. Evidence for this was that the GARCH model performed better in out-of-sample tests.

It can be concluded that the GARCH model can be used to forecast the monthly remittances of Bangladesh. Though a good forecasting technique for a situation may not always be a good technique for different a situation. The validation of a particular model must be examined with time changes.
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