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Abstract
Volatility of returns of the financial assets, and the volatility of the inflation and aggregate demand, are important issues in the Financial markets, and the macro-monetary economics. In this article, the volatility in the stock and bond markets are surveyed and discussed in detail. Our view is that the higher volatility in the long-term rates than in the short-term rates, may be due to the higher leverage effect in the long-term markets and rates than in the short-term rates. In the previous century, last fifty years, the average stock returns were much higher and the expected return or the cost of capital was lower. The conditional volatility models and the volatility spill over between the spot and futures markets and their implications are deeply explored in this article along with the price discovery between spot and futures markets and the conditions for the efficiency in these markets. In our section dealing with Macro-monetary economics, the effect of the variability of inflation on the demand for money function, on the nominal rates of interest, and on the slope of the aggregate supply curve, are brought into sharp focus and is being discussed through the relevant literature survey.
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1. Introduction
Volatility of returns of the financial assets, and the volatility of inflation and aggregate demand are important concepts, respectively used in Financial Economics, and Macro-Monetary Economics. This article attempts a critical survey of the issues in the use of the volatility in Finance and Macro-Monetary Economics. Instability in markets, that is, unjustified or excessive volatility of financial asset prices, can be a matter of concern to the policy makers. This is not only because asset-price volatility can be associated with problems for the institutions that are active in the markets concerned, but also because changes in prices of financial assets have direct effect on private sector spending. (Crockett 1997). These effects occur because of changes in the private sector’s stock of wealth, and because of the effect of changes in the rate of return on incentives to save and invest. Fama & French (2002) remind us that, according to finance theory, the objective of investment is consumption, either present or future, and hence the investor is interested in the real returns adjusted for inflation. Also, the volatility in inflation rates affect the nominal and real interest rates, which are important for discounting cash flows from the assets and for finding the expected returns of the assets, and the cost of capital. In the market for fixed income securities -bonds-, the market interest rate is highly relevant to discount and find the present values of all future cash flows of the fixed income securities. Market interest rates are determined by the inflation and expectation of inflation (Fisher 1930). Changes in the macroeconomic climate can cause investors to reevaluate their expectations for inflation and real interest rates, thus sometimes causing the abrupt changes in the prices of fixed income securities. Because the volume of investment financed by bonds and long-term borrowing is typically much larger than by financing through equities, a movement in bond yields will have a pervasive influence on the
overall investment climate. The aforementioned are the broad factors which in our view, produce a linkage between the volatility in asset prices, and the volatility in inflation rates, and hence our reasons to link the volatility in asset prices and the volatility in inflation rates: this is the rationale for our sections 4., discussing the volatility in the prices/inflation rates in the Macro-Monetary Economics, along with other sections discussing the financial market volatility. However, it focuses more on the issues in the financial markets, specifically on the spot and futures markets. In this context, it explores the recent issues in the conditional and unconditional volatility. Nevertheless, it also surveys briefly the exciting theoretical issues in the Financial Economics of the stock and the bond market volatilities, and in the macro-monetary economics where the volatility of inflation and aggregate demand are relevant. Therefore, this article is a critical survey of the issues related to the volatility in financial markets – the stock, and bond markets, and the market for interest rates and lending and borrowing of money. The objective of the paper is not to produce the empirical evidence and not to do new empirical research with data.

In some respects, the factors that cause the volatility in asset prices are similar to those that create instability in financial institutions. Estimates of the net-worth of financial institutions is volatile. Similarly, the pricing of financial asset is subject to imperfect information. Neither the stream of future income nor the factors which affect the rate at which it will be discounted by the market are known to individual asset holders. These uncertainties shows up in the volatility of prices of the marketable securities, and in the quantities of the non-marketable assets such as deposits and loans. The financial crises of the 1980s, 1990s, and 2000s bear testimony to this volatility of the financial markets. The specific determinants of asset-price volatility, and the channels by which they can affect the real economy, depend on the characteristics of the market concerned (Krugman 1991).

In section 2 we discuss the concepts and empirical issues related to the return and volatility in financial markets, including the applied econometric and time series issues of the conditional and unconditional volatility. Section 3 deals with the causes for the volatility in financial prices, especially that of the stocks from the perspectives of both Economics and Finance. Recall our discussion in this introduction about the rationale for discussing the volatility of the inflation rates along with the volatility of the financial prices and markets, and hence in the section 4, we discuss the macro-monetary economics of the volatility of inflation and its effect on interest rates and the demand for money. Section 4.1 covers the bond market volatility. In section 4.2 Issues and critical survey of the literature on Spot and futures market returns volatility and the linkages, are discussed. In section 5., issues for research are discussed. Section 6 gives the conclusions.

2. Returns and Volatility in Financial Markets

Volatility is measure of price volatility over some period of time. It describes the standard deviation of returns in a particular context that depends on the definition used. The standard deviation of the continuously compounded return during any T-year period is then the volatility of the returns stand in financial economics as a proxy for the risk in financial markets. Returns equal changes in the logarithms of the prices, with appropriate adjustments when dividends are distributed. This combines single period return to multiperiod returns. Though these compounded returns are similar to per cent returns, both are not the same. The limited liability principle in finance cannot allow a loss more than losing total investments or -100%. If the expected return is -30% and the standard deviation is 30%, the maximum loss can exceed – 100% for 1% probability, which the finance theory does not allow. Secondly with log difference returns, the continuously compounded multiperiod return is simply the sum of continuously compounded single period returns. Furthermore, if the continuously compounded single period returns are normally distributed, the multiperiod returns will also be normally distributed. Deriving the properties of additive time series is easier than deriving the properties of the mutative time series. When the Options and such complex financial products are used continuous compounding is used to such an extent that it has become standard practice in finance literature because of the ease in applying calculus for pricing derivative financial products.

2.1 Historical Volatility

Realized or historical volatility is the standard deviation of a set of previous returns. For n trading periods and returns \( r_{1}, \ldots, r_{n} \) whose average is \( \bar{r} \) the historical standard deviation

\[
S = \sqrt{\frac{1}{n-1} \sum_{t=0}^{n-1} (r_{t} - \bar{r})^2}
\]  

(1)

This provides a simple estimate of the standard deviation of the return for trading period \( t \).

Volatility is measure of price volatility over some period of time. It describes the standard deviation of returns in a particular context that depends on the definition used. The standard deviation of the continuously compounded return during any T-year period is then

\( \sigma_{T} \) whatever the prior history of the assets price. This definition is applicable whenever prices are assumed to follow geometric Brownian motion (GBM), But in actual practice GBM may not hold as future price variability may depend
Conditional Volatility is the standard deviation of a future return that is conditional on known information such as history of previous returns. Stochastic volatility process are motivated by noting that volatility is not constant and hence it is rewarding to specify a process through which the volatility is evolving over time.

ARCH (1)
The simplest example of an ARCH process is ARCH (1) specification presented by (Engle(1982)). The distribution of the return for period $t$, conditional on all previous return is normal with a constant mean $\mu$ and time varying conditional variance $h_t$, denoted by

$$r_t \mid r_{t-1}, r_{t-2} \ldots \sim N(\mu, h_t)$$

and

$$h_t = \omega + \alpha (r_{t-1} - \beta)^2$$

The volatility parameters are $\omega > 0$ and $\alpha \geq 0$. The volatility in period $t$ then depends solely on the previous return. Either a large positive or large negative return in the previous period implies a higher than average volatility in the current period when $\alpha$ is positive. Conversely a normal return near to $\mu$ in the previous period implies a lower than average volatility in next period.

$$e_t = r_t - \mu$$

$$e_t^2 = \omega + \alpha e_{t-1}^2 + \nu_t$$

And hence squared residuals follow AR(1) process. As long as the mean $\mu$ is constant the residuals squares are auto correlated. This in turn implies that returns may be correlated. Therefore, financial economists point out that ARCH (1) model may violate the efficient market hypothesis. The autocorrelations are defined when $e_t^2$ has a finite variance, which requires $3\alpha^2 < 1$. A natural alternative is ARMA process and that explains the interest in GARCH models.

2.2 Symmetric GARCH Model
This section examines and discusses different volatility models in the literature especially that we have employed in this study.

In a GARCH framework the variance is conditional and time-varying. The return equation is

$$R_t = \omega + \sum_{j=1}^{m} \lambda_j R_{t-j} + \epsilon_t$$

Where $\epsilon_t$ is a Gaussian innovation with zero mean and a time-varying conditional variance $h_t$. Lagged values of the return variable are incorporated in equation (1) to deal with the problem of autocorrelation and ‘m’ is the lag order. The autoregressive lag order ‘m’ is chosen on the basis of Schwarz information criteria (SIC).

Engel, Lilien, & Robins (1987) suggested the implementation of ARCH-in-mean or ARCH-M specific to let the return of a security to be partly determined by its risk. A GARCH-M specification would incorporate the conditional volatility in the mean equation of the GARCH process so that the conditional volatility can generate a risk premium, which is a part of expected returns. The mean equation (1) for stock returns modified to include conditional variance is shown in equation(7)

$$R_t = \omega + \sum_{j=1}^{m} \lambda_j R_{t-j} + \phi h_t + \epsilon_t$$

Where $h_t$ is the conditional variance and $\phi$ is the price of risk. If $\phi$ is positive, this implies risk averse investors must be compensated for taking on higher risk. However the positive risk-return relationship is not always corroborated by empirical evidence. The conditional variance $h_t$ in the GARCH (p, q) model depends on the period’s lagged square error term and on its own previous lag. Thus

$$h_t = \mu + \sum_{j=1}^{p} \beta_j h_{t-j} + \sum_{i=1}^{q} \alpha_i \epsilon_{t-i}^2$$
Equation (7) and (8) are estimated using Quasi Maximum Likelihood Estimation (QMLE). As the standardized residuals \( \varepsilon_t / \sqrt{h_t} \) are not normally distributed, the usual standard error estimates due to Bollerslev, Chou, & Kroner (1992) have been used. The procedure of maximum likelihood with Bollerslev-Woolridge standard errors is known as Quasi-Maximum Likelihood Estimation (QMLE).

The GARCH \((p, q)\) specification requires in equation (8):

\[
\alpha + \beta < 1 \quad (9)
\]

\[
\beta_j \geq 0 \quad (10)
\]

\[
\alpha_i \geq 0 \quad (11)
\]

Equation (9) ensures non-explosiveness while (10) and (11) ensures non-negativity of conditional variance.

The GARCH \((1,1)\) parameters can be interpreted to give estimates of volatility persistence and mean reversion. Higher values for ARCH coefficient \( \alpha \) would generate more “spiky” diagram of returns, i.e. conditional volatility would show large reaction and low persistence. The volatility of the Return in period \( t \) depends on previous Return. Either a large positive or large negative Return in period \( t-1 \) implies higher than average volatility in the next period when \( \alpha \) is positive; conversely Returns near the mean levels imply lower than average future volatility. values of the GARCH coefficient \( \beta \) in the volatility equation measure the persistence of volatility. SIC is used to determine the appropriate order of \( p \) and \( q \).

Ling & McAleer (2002a) established the necessary and sufficient condition for the existence of the second moment \( \varepsilon_t \) for GARCH \((1,1)\) model: \( \alpha + \beta < 1 \), the unconditional variance \( \mu / (1 - \alpha - \beta) \) is finite and unconditional kurtosis is greater than 3(i.e. leptokurtic distribution) and can be infinite. The correlation between Returns is zero. The process is stationary when \( \alpha + \beta < 1 \).

2.3 Asymmetric GARCH Models

Symmetric GARCH models cannot capture the leverage effect inherent in most stock market data. Positive and negative stock return innovations have different impact on the volatility, as found in the literature by many researchers (Campbell & Hentschel 1992, Engle & Ng 1993). Two basic asymmetric GARCH models, namely TARCH and EGARCH, have been designed to capture the leverage effect (Bhattacharya and Roy 2009).

2.4 Exponential GARCH Model

EGARCH model was proposed by Nelson in 1991. An EGARCH \((1, 1)\) process is defined as

\[
\log(h_t) = \mu + \beta \log(h_{t-1}) + \alpha \left| \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}} \right| + \gamma \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}} - \log(\pi) + \gamma \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}}(12)
\]

Nelson (1991) originally assumed that \( \varepsilon \) follows a General Error Distribution (GED). However, the model can also be estimated using the assumption that \( \varepsilon \) follows a normal or student-t distribution. When errors are normally distributed the specification for conditional variance differs by an additional term from the original specification.

\[
\log(h_t) = \mu + \beta \log(h_{t-1}) + \alpha \left| \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}} - \frac{\gamma}{\pi} \right| + \gamma \frac{\varepsilon_{t-1}}{\sqrt{h_{t-1}}}(13)
\]

The conditional variance for an EGARCH \((p, q)\) process is specified as

\[
\log(h_t) = \mu + \sum_{j=1}^{p} \beta_j \log(h_{t-j}) + \sum_{j=1}^{q} \left( \alpha_j \left| \frac{\varepsilon_{t-j}}{\sqrt{h_{t-j}}} - \frac{\gamma}{\pi} \right| + \gamma_j \frac{\varepsilon_{t-j}}{\sqrt{h_{t-j}}} \right) (14)
\]

The left-hand side of the equation (14) is the logarithm of conditional variance. This ensures that even if the parameters are negative, \( \sigma \) will be positive. Thus there is no need to impose any non-negative constraints on the model parameters \( \alpha, \beta \) and \( \gamma \). The only restriction in the EGARCH model is the condition that the sum of the ARCH and GARCH terms must not exceed unity in order to guarantee that the process is stationary. The leverage effect is captured by \( \gamma \). The impact is symmetric if \( \gamma \neq 0 \). If \( \gamma < 0 \), good news generates less volatility than bad news. In case of good news, \( \varepsilon_{t-1} > 0 \) and total contribution of innovation is \( \alpha(1+\gamma)\varepsilon_{t-1} \). In case of bad news, the contribution to volatility \( \alpha(1-\gamma)\varepsilon_{t-1} \).
2.5 TARCH Model

The TARCH model (Glosten, Jagannathan, & Runkle 1993), (Zakoian 1994) extends the original GARCH model by including a dummy variable specification in the conditional variance equation. The conditional variance equation for TARCH(1,1) model is

\[ h_t = \mu + \beta h_{t-1} + \alpha \epsilon_{t-1}^2 + \gamma \epsilon_{t-1} d_{t-1} \]  

(15)

Where \( \alpha, \beta \) and \( \gamma \) are constants and \( d \) is the indicator of dummy variable.

\[ d_{t-1} = 1, \text{ if } \epsilon_{t-1} < 0 \text{ and } d_{t-1} = 0, \text{ if } \epsilon_{t-1} > 0 \]

The conditional variance equation for TARCH(p, q) model is

\[ h_t = \mu + \sum_{j=1}^{p} \beta_j h_{t-j} + \sum_{i=1}^{q} \alpha_i \epsilon_{t-j}^2 + \sum_{i=1}^{q} \gamma_i \epsilon_{t-j}^2 d_{t-j} \]  

(16)

The model is formulated on the assumption that unexpected changes in market returns will have a differential impact on the conditional variance of returns. Good news \((\epsilon_{t-1} > 0)\) contributes to an increase in variance through the coefficient \( \alpha \). In case of bad news \((\epsilon_{t-1} < 0)\) there is a decrease in variance through the coefficients \( \alpha + \gamma \). An intuitive measure of the degree of symmetry is \((\alpha + \gamma) / \alpha \).\(\gamma \neq 0\), implies asymmetric effect is present. However, if \(\gamma = 0\), the model becomes a GARCH model. Positive value of \( \gamma \) implies bad news increases volatility more than what good news does. For TARCH model the following parameter restrictions: \(\mu, \alpha, \beta \geq 0\) and \(\alpha + \gamma \geq 0\) must hold to ensure positive conditional variance. The TARCH(1,1) model is symmetric as long as \(\gamma \neq 0\). (Ling & McAleer 2002b) established the regularity condition for the existence of the second moment of TARCH(1,1) model, which is \((\alpha + \beta + \gamma) / 2 < 1\).


The volatility of the asset prices is not the same at all times. The conditional volatility models precisely point out that the volatility is not constant over time. The traders also believe that volatility is not constant, because implied volatilities vary considerably over time used in option prices quotations in the markets.

Stock market volatility increases during crises and then decreases during normal times. The economic crises such as the Great Depression of the 1930s and the 2008 US financial market crisis, were accompanied by the higher volatility in the stock markets. Volatility was much higher after September 11, 2001 in US markets.

Macroeconomic news releases on variables such as inflation, employment, and GNP have an impact upon the volatility of stock, foreign exchange and interest rate markets. Inflation, money growth, and industrial production account for a small per cent of volatility of stocks over long periods of time (Schwert 1989).

A negative shock may result in a greater price movement than the positive shocks will, because markets tend to require compensation against the risks. Also, stock market volatility is dependent on the level of the market. When equity prices fall, the value of the debt relative to equity increases, and this leads to an increase in financial leverage. At the same time the volatility increases on average (Black 1976), (Christie 1982).

Stock market fluctuations can also be engendered by herd behavior, that is similar in nature and justification to the behavior of the bank depositors, who try to withdraw the deposits, though they know very well that in aggregate if everyone withdraws bank deposits, it will be against the interest of everyone, if the bank collapses. An increasing proportion of equity holdings is concentrated in the hands of funds managers (Davis,1996). Their optimum strategy is not to depart from the market judgement. There will thus a tendency to follow the market trends, even at the cost of amplifying the market fluctuations. (Scharfstein & Stein,1990)

Stock prices might be heavily influenced by information about a major disaster (such as wars, natural disasters.) If the disaster is big enough, changing probability of it might be enough to cause major fluctuations in stock prices, even though the disaster did not occur in the last century. High probabilities of disaster may be inconsistent with the fact that the disaster has never occurred. Shiller (1985), Mankiw, Romer, & Shapiro (1989), Schwartz (1987) have pointed out that during war times United States have not been periods of relatively high volatility in stock prices, even though these times correspond to a high volatility about a number of other macroeconomic variables. Still such stories about potential variability in dividend distribution may affect the stock market volatility to some extent.

Another explanation for market fluctuations has been found in certain technical features of trading and market structures. Any feature that facilitates buying in a rising market and selling in a falling market has the potential to
exacerbate price volatility. Dealing on credit or margin is the most common such feature. And when price begin to fall, investors are forced to sell due to margin calls. Leveraging obviously lead to high risk and volatility in stock markets. A related feature is the introduction of financial innovations such as derivative markets including the forward markets in stocks, and if they accentuate the volatility in the spot markets of stocks. This aspect is dealt in detail in our section 4.2.

Bubbles are hardly unusual. They have a centuries-long history of hitting markets from tulips to stocks, bonds, housing and many other assets. What is really unusual about the current global bubble is that it is hitting everything at once -- from stocks to art, fine wine and bitcoin. Driven by record low interest rates and a surge of global liquidity, (Ruchir S. 2018) composite index of stock, bond and housing valuations is at a record high, higher than 2000 or 2007.

The result is that while the total worldwide value of stocks and bonds was about equal to the size of the global economy in 1980, it is now 3.5 times higher. Traditionally, economists have seen markets as a reflection of underlying economic trends, but now they are large enough to dictate those trends. The tail could wag the dog: a disruption in markets could come back to bite the real economy. As the market goes up, people feel richer and save less, which means they are not as well-prepared for a market-induced economic shock if it comes. (Ruchir S.2018)

In fact, central bank policies have convinced many investors that nothing can go wrong, all but ending the volatility and frequent corrections that normally roil markets. In the US, the average market correction in any given year is just over 10 per cent; in 2017, the biggest correction was a mere 3 per cent. In India, the average correction has been 18 per cent in 2017, the biggest was 4 per cent. The problem with this record calm is that it goes against the volatile nature of capitalism and markets (Ruchir S. 2018), and is thus not likely to last. Interest rates are beginning to rise, which could undermine investors' current impulse to buy immediately on every dip, and thus bring back volatility. However, Ruchir S.2018)’s definition of volatility is average percent of market correction, which may be biased towards downside movement and is not standard definition of volatility which considers both up and down movements from the average. Therefore, upwards movements in the current boom are ignored in his definition of volatility.

Some variations in volatility are explained through asset pricing models, for example, models that assume that investors have asymmetric information (Brock, & LeBaron, 1996); (Timmermann, 2001), who propose that the rational agents must infer the degree of persistence of fundamental shocks.

Volatility is positively correlated with trading volume (Karpoff 1987); (Gallant Rossi & Tachen 1992). But which is cause and which is effect is not certain, and both may be produced by other factors.

An important explanation of the stock price volatility is the dividend setting stochastic process. One line of thinking is that any change in dividends from year to year tend to cause a major change in all future expected dividends. Here there is a notion that dividends do not revert to any previous trends or the dividends stochastic process has a unit root. In the log random walk process for dividends, if dividends increase by 10 % from one year to the next, then all subsequent optimally predicted future dividends are also increased by 10 %. Therefore, these models build in a lot of price volatility. However, it is pointed out that dividends seem to show only short run fluctuations and real dividends appear to show a tendency to revert to trend. In the long- run, the true mean of the dividend – price ratio is constant, and the conditional mean of the dividends – price ratio will show a lot of variability. Marsh & Merton (1986) claimed that there was a reason to expect a dividend process like the random walk. They claimed that the work of Lintner, J. (1956), who interviewed the managers on their dividend setting behavior , implied that managers set dividends in proportion to “permanent earnings”, which is proportional to firm’s “intrinsic value”. Since under efficient markets, price equals intrinsic value, managers in effect set dividends in response to price. Since intrinsic value is the present value of all future dividends, there is an implied permanence to shocks to dividends. Thus the managers dividends setting rule leads to the appearance of a random walk in dividend stochastic process. In the recent years, Fama & French (2002) point out that stock repurchase as giving dividends also leads to the non-stationarity in dividend/stock price ratios.

The efficient market model is tested by Shiller (1981a) through

\[ p_t = E_t (p_{t+1}) \] (17)

where \( p_t \) is real stock price index (detrended by dividing by a factor proportional to long run exponential growth path), and \( p_{t+1} \) is the present discounted value of the actual subsequent real dividends ( also as a proportion of the long-run growth path). E is the Expectation operator. \( p_t \) is the mathematical expectation of conditional on all available information available at time t of \( E_t (p_{t+1}) \). One can define the forecast error

\[ u_t = p_{t+1} - p_t \] (18)

Recalling that a fundamental principle of the optimal forecast is that the forecast error \( u_t \) must be uncorrelated with the forecast ; that is, the covariance between \( p_t \) and \( u_t \) must be zero. If the forecast error is correlated with forecast itself, then the forecast could be improved.
If one uses the principle from elementary statistics that the variance of the sum of two uncorrelated random variables is the sum of their variances, then we get,

$$\text{var}(p^*) = \text{var}(u) + \text{var}(p). \quad (19)$$

Since variances cannot be negative, this means that

$$\text{var}(p) \leq \text{var}(p^*) \quad (20)$$

This inequality (LeRoy & Porter (1981)) is violated dramatically in empirical studies.

Shiller (1981a) has further developed this variance inequality in terms of innovations in real dividends model, which implied that innovation in price is related to innovation in dividends. Further the variance of innovation of price is maximized when information about dividends is revealed in a smooth fashion so that the standard deviation of the new information at time $t$ about a future dividend, $d_{t+k}$ is proportional to the weight in the present value formula. It has been repeatedly found that stock price change distributions show high kurtosis or “fat tails”. This means that in a long-time series of the changes in stock price ($\Delta p$) one sees long stretches of time when their absolute values are very small and then occasionally a extremely large absolute value change. This phenomenon is commonly attributed to a tendency for new information to come in big lumps infrequently. There seems to be a common presumption that this information lumping might cause stock price changes to have high or infinite variances, which would seem to contradict the conclusion that variance of price is limited and is maximized if forecasts might have a simple autoregressive structure. But Shiller (1981a) pointed out that high sample kurtosis does not necessarily indicate infinite variances and instead suggests that the existence of moments for the price series is implied by the existence of moments for the dividends series. Though Shiller (1981a) was hinting the reason for the higher volatility in the stock price was the time varying real discount rates, Shiller was skeptical about testing that hypothesis. Considering the empirical fact that the stock price volatility of the last century appear to be too high, one way to explain it is through changes in expected real interest rates. But Sheller’s calculations (1981a) showed that the order of magnitude needed of the changes in real interest rate was much high to explain such higher volatility in stock prices, much higher than the actual changes in nominal interest rates. But another way of saving the general notion of efficient markets and to explain the higher stock volatility, according to Shiller (1981a) is to say that our measure of the uncertainty regarding future dividends-the sample standard deviation of the movements real dividends around their long-run exponential growth path-understates the true uncertainty about the future dividends. In those days the conditional standard deviations- volatility- was not much applied in those research areas and needs much updating with ARCH and GARCH modeling. But the movements in real dividends the market feared- expected-must have been many times larger than those observed in the Great Depression of the 1930s. Also, the expected returns, used by investors to discount the stock prices might have been much uncertain.

Fama & French (2002) estimate the equity premium using dividends and earnings growth rates to measure the expected rate of capital gain. Their estimates of the expected return based on the USA, S&P 500 index and its relevant dividends and earnings for the period 1951 to 2000, 2.55 percent and 4.32 percent, are much lower than the equity premiums produced by the average stock return, 7.43 percent. Fama and French (2002) argue that the high average return of the stocks during this period is due to a decline in the discount rates that produce a large unexpected capital gain. The appealing message, according to Fama & French (2002), from the dividends and earnings growth models is that the aggregate risk aversion (as measured by the Sharpe ratio for the equity premium) is on average roughly similar for the 1872 to 1949 and 1950 to 1999 periods. In contrast, the Sharpe ratio for the equity premium from the average return just about doubles from the 1872 to 1950 period to the 1951 to 2000 period. Their main conclusion is that the average stock return of the last half century is a lot higher than expected. Their research methodology is based on the premise that if the if the Dividend-price ratio, $D_t/P_t$ is stationary (mean reverting), the compound rate of dividend growth rate approach in the long run the compound rate of capital gain. The same is applicable in the case of earning growth rate as well. They also point out that since on average during the period, the market value of equity is substantially higher, it seems safe to conclude that, on average the expected return on investment exceeds the cost of capital. If the expected return on investment exceeds the cost of capital, the average income return on book equity is greater than the estimates of the cost of capital (the expected capital stock return)

$$A \left( \frac{Y_t}{B_{t-1}} \right) > E(R) \quad (21)$$

In equation (21), the expected return ($E(R)$) is proxied by the dividends and earnings growth models. $A$ is the average of the earnings / Book value ratio.

The interesting hypothesis for our future research thrown by Fama & French (2002) is that the changes in expected return and discount rates are the important causes for unexpected capital gain / loss, and therefore for the volatility in stock returns. Incidental to that we will have to examine the stationarity of the dividend / stock price ratio, and the
4. The Volatility of Prices/Inflation in the Macro- Monetary Economics

Firstly, we discuss the effect of the variability of the prices-inflation- on the demand for money. Klein (1977) questioned the Implicit assumption in the time series studies on the demand for money functions that the quality of real money balances remain the same or time or on the assumption that the real dollar in 1870 is equal in terms of monetary services to a real dollar to a real dollar in 1970. He introduced a quality parameter per unit of each dollar as a shift variable in the demand for money function, approximated by the variability of inflation. Klein’s empirical work shows that the variability of the rate of change in prices is significant and the sign of the coefficient is positive as against the negative sign of the inflationary expectation coefficient in the demand for money function. The variability of the prices and inflation can affect the nominal and real interest rates. For example, as against the standard explanation of the Gibson paradox of the high positive correlation of the price level and interest rates, offered by Fisher(1930) that the inflationary expectation will raise nominal interest rates on assets so that their real yields will not be affected, Harrod (1970) argued that the money and bonds are both financial assets and that as neither has a hedge against inflation, on account of which there is no need for the bond interest rates to rise. However, Harrod contended that the uncertainty of the variability of inflation can raise the interest rates as the people need to stay liquid if they are to be able to go more deeply into equities later on. This will raise the interest rates on bonds. On the other hand, when there is high variability of inflation, there will be a reduction in the capacity of the price system to guide the economic activities( Friedman 1977), and it will lower the economic efficiency. This will lower the investment demand, and so the real interest rates may fall. This can bias down the Fisher’s inflationary expectation coefficient in the nominal interest rate equation. So, in the ultimate analysis, the impact of the variability of inflation on the nominal interest rate is an empirical question for researchers.

Levi and Makin (1979) have introduced the “Phillips curve effect “into reduced form Fisher equations. When the economy is on the Phillips curve, there will be a positive correlation between inflationary expectation and increases in output and real income. This will also raise savings for a given level of investment and hence the real interest rate will fall and this will also bias down the coefficient of the inflationary expectation in the Fisher’ nominal interest rate equation. In the empirical scheme, this leads to the conjecture that in the Fisher’s single equations of nominal interest rate if both the inflationary expectation and the rate increase of real income are included as arguments, when the economy is operation on the Phillips curve, the coefficient of inflationary expectation will improve to unity and the coefficient of the rate of increase of real income will attain a negative value. Paul,M.T.( 1983 ) study for India showed that the variability of inflation has a negative effect on the nominal interest rates corroborating the Friedman’s hypothesis of reducing the efficiency of the economic system and the investment demand.

According to Lucas’s model( 1973), the slope of the aggregate supply function depends on the on the variability of the aggregate demand function. In countries where aggregate demand fluctuates widely, aggregate price level fluctuates as well. Because most prices fluctuations in these counties do not represent fluctuations/ changes in relative prices, the suppliers do not respond to such fluctuations in aggregate prices, and therefore the slope of the aggregate supply curve will be more steep / vertical. Conversely, in countries, where aggregate prices are more stable, aggregate supply curve is less steep. Lucas (1973) tested this prediction by examining the international data on prices and output. He found that changes in aggregate demand and prices have the biggest effect on output in those countries where aggregate demand and price changes are stable.

4.1 The Volatility in Bond Market

Long-term bonds are fixed income assets whose prices show high volatility similar to that of stocks. Long term bonds prices fluctuate greatly in value because investors are not certain about future market values. The cash flows remain fixed; but the discount rates are uncertain, and to some extent the default rates probability also.

Some efficient market theories try to attempt these fluctuations in long term bond prices, in a similar way to the stock market. They assert that the long term rates, R, is the optimal forecasts of its perfect foresight values or ex-post value R^t+, the latter depends on economic variables between time, t, and time, T, the maturity date. There are two simple, efficient market theories: the simple expectation theory of the term structure of interest rates, and the Fisher theory of inflationary expectations. By the simple expectation theory of the term structure, R^t+ is a sort of average of short-term interest rates from time, t, until the maturity of the bond plus a small risk premium. The reason is simple: If short-term rates are much lower than the long term -rates for this period, then borrowers would not like to borrow long period. (They will not issue long-term bonds.) And instead to borrow repeatedly for short periods until the maturity. If short-term rates are expected to be much higher than long-term rates over the maturity period, then lenders would not have an incentive to lend long, to buy long term-bonds., and invest in a series of short term bonds. By the other efficient market theory, the Fisher theory, R^t+ is a sort of the average of the expected inflation rates of short periods over the
maturity period. The application of this Fisher hypothesis is interpreted in different ways: one, is the Fisher theory itself that the real interest rate is constant, and the nominal short rates are determined by the inflation expectation; second explanation, following Shiller (1981b), is that the alternative to investing long-term bond is to invest in the market basket of goods. It was found in Modigliani & Shiller (1973) that for 1956 to 1971 long-term interest rates behave similarly through time to the optimal forecast of the present value of one-period interest rates based on a simple vector-autoregressive forecasting mechanism. However, Shiller(1979) asserted that the variance of the short-term rates must be much higher than the actual sample short-term rates in order to be true for the expectation theory. Shiller has done the ‘variance bound tests’, and argued that the variance in the long-term bonds is much higher than in the short-term rates. Also, Shiller (1979) presented a plot of the ‘perfect foresight’ long-term interest rate $R^*$, and the actual long-term interest rate $R$, $R^*$, looked much less variable than the actual long-term interest rate $R$. For the USA, $R$, Shiller had constructed as the yield to maturity at time $t$ on a 25-year coupon bond whose price is the present value of future coupons and the principal discounted by the short-term rates, plus a constant risk premium equal to the mean of $R$ over sample minus the r-short-term-rate over the sample. With these modifications the variance of $R$ and $R^*$, appeared equal. It perhaps implies that the relation between the variance in short-term and long-term rate is non-linear. Further research issues, such as the stochastic process of the short-term rates (First order auto-regressive), the small sample properties of the variance of the short-term rates, conditional versus unconditional variance of the short-term and long-term rates appear to remain interesting research issues to be pursued.

Another interesting observation made by Shiller (1979) was that the spread between the long rate and short rate, i.e., the slope of the term structure gives the wrong prediction as to the short-run change in long-term interest rates. For example, when the spread between the long-term rate and the three-month rate is unusually high, the long-rate tends to fall over the next three months, rather than rise by the expectation theory. Shiller had raised some conjectures here which still remain to be resolved: are the foregoing findings due to the extraneous fads and fashions in the market for long-term bonds, causing an independent short-run noise in the long-term rates? If long rates are subject to random noise that is mean reverting, then when long rates are disturbed upward by such noise they tend to be high relative to short rates and also tend to fall subsequently. The result therefore appears to corroborate the evidence for the extraneous excess volatility of long-term interest rates. An important point missed in the existing literature on this excess volatility in the long-term bond market, in our view, is the effect of leveraging on the long-term bond markets. When investors borrowing in the short-term market, and going long(investing) in the long-term bond markets, may accentuate the volatility in the long-term markets on both occasions when the prices of long-term bonds going up and going down. The magnitude of the leveraging effect will be smaller in the short-term markets. In this respect, in our view, the volatility in the long-term bond markets may be comparable to the volatility in the equity markets due to the leveraging.

However, Shiller (1988) showed that while the problem may indeed be described in terms of mean-reverting short-run noise in the long rate relative to the optimal forecast of future short-term rates, a substantial part of this short-run noise is actually largely being described by a function of the current and lagged interest rates. It was found in that paper that the distributed lagged regression of the long rate on current and lagged short rates appears to be actually too smooth, not choppy enough, to accord with the expectation model, and the smooth distributed lag seems to be to be the source of the “wrong signals” given by the short-term interest rates. This might be a tendency of the investors to price bonds using their memories, and to blur the past history of short-term interest rates. But this is a departure from market efficiency, and is factually different from the interpretation of excess volatility and fashions and fad story about long-term rates. This is an area of research where more work is needed.

However, Campbell, J & Shiller (1984) found that the long-short spread behaves quite similarly to the optimal forecast of the present value of future short-term rates. The estimation was based on vector-autoregressive model of interest rates. This can be represented by plotting $R^*-r_t$ and $R^*_{t+1}-r_{t+1}$. The distributed lag model generates $R^*$, series.

$R^*_t-r_t$ is indeed more volatile than $R_t-r_t$. When $R^*_t-r_t$ is regressed on $R_t-r_t$ (term-structure spread), and a constant term, the coefficient of $R^*_t-r_t$ is significantly greater than zero. These finding corroborate the expectation theory of the term-structure. But Campbell, J. & Shiller (1984) concluded with post-World War II data that long rates tended to underreact in a sense to short rates. Using the same method, Shiller (1987) found that long rates overreacted to short rates before the World War II.

Testing the efficient market hypothesis of the term-structure theory through the Fisher equation and putting the expected inflation rates or the actual short term inflation rates, assuming the rational expectation theory to explain long-term bond rates, has its own problems of finding an appropriate inflationary expectation model. We had discussed the Fisher hypothesis in section 4.1, and we are not discussing it here in length.

4.2 Issues on Spot and Futures Market Returns Volatility and the Linkages

There has been an old thinking that the futures markets make the spot markets more volatile. However, there has not been much strong empirical support for it. Pure finance theory states that spot and futures volatility should be similar.
when a theoretical no-arbitrage condition ties the future prices to the spot prices via the operations of the cost of carry principle, etc. The two volatility figures should be identical, in theory, when price changes (returns) are uncorrelated and the real dividend yield is constant (Adesire, B., & Whaley 1987). This result holds regardless of the final settlement date of the futures contract. However, Samuelson (1976) argued that the volatility of futures prices should increase as the contract approaches expiration. In his analysis, Samuelson assumed that competitive forces in the futures market keep the futures prices at a level equal to the expected future spot prices at the contract termination. The spot prices follow a stationary process and prices changes are uncorrelated. Price changes are large when more information about the expected price of a commodity is being revealed. Later as the contract nears maturity, the rate of information acquisition increases. Virtually many studies agree that futures prices have seasonal volatility. Thus, Samuelson’s hypothesis asserts a particular kind of seasonal volatility. Volatility itself can be autocorrelated. There can be Day effect, Week effect etc. Kawaller, Scott, & Koch (1999b) found mid-day volatility spikes in U.S futures markets.

The issue of information transmission between spot and futures markets is of interest to researchers in Finance and policy makers. An empirical investigation of this issue commonly focuses on the price discovery and volatility spillovers. Price discovery is the process by which a market (usually futures market) reflects new information before another related market (usually spot market). The futures market as the information provider and the leading role of it over spot market is based on the assumption of more transaction costs, and the restriction on short sales in spot markets and the higher degree of leverage that can be used in futures market. If the futures prices contain information about spot prices, arbitrage opportunities exist (Floros & Vougas 2008). Several studies broadly find that price discovery appears first in futures market and is then transmitted to the spot market (Herbst, McCormack, & West 1987), (Kawaller, Koch, & Koch 1990), (Chan, Chan, & Karolyi 1991), (Chan 1992), (Ghose 1993), (Lien & Tse 2002), (Yang, Balyeat, & Leatham 2001), (Raju & Karande 2003). This price discovery function implies that prices in the futures and spot markets are systematically related in the short run and/or in the long run. Empirical studies find that futures returns lead spot returns (Ng. 1987), (Kawaller, Koch, & Koch 1987), (Stoll & Whaley 1990), (Floros & Vougas 2008). Hernandez & Torero (2010) examine the dynamic relationship between spot and futures prices of agricultural commodities. Their Granger causality results indicate that spot prices are generally discovered in futures markets. In particular, they find that changes in future prices lead changes in spot prices more often than the reverse. Zakaria & Shamsuddin (2012) have found, through Granger causality tests for Malaysia, that the direction of causality is unidirectional from cash markets to futures markets, and concluded that spot market plays the role as price discovery vehicle instead of futures market. However, they have found that long run equilibrium relation – cointegration-exists between spot and future market. Their interpretation of the finding is that in Malaysia future market is in nascent stage and therefore the dominance of futures market is absent in Malaysia.

However, the efficient market hypothesis is invoked by some researchers (Lean, McAleer, & Wong 2010) and their research showed that based on West Texas Crude Oil prices spot and futures data for the period 1989-2008, there is no evidence of any mean-variance (MV), and Stochastic dominance (SD) relationship between oil spot and futures prices. From the aforesaid finding, they conclude that there is no arbitrage opportunity between spot and futures markets, and investors are indifferent in investing between spot and futures oil markets, and the markets are efficient.

In the cointegration jargon, the price discovery function implies the presence of an equilibrium relation binding the two prices together. (Sakthivel, P. & Kamaiah, B. (2010). If a departure from equilibrium occurs, prices in one or both markets should adjust to correct the disparity. Cointegration means that even if the spot and futures prices may move randomly, the long-term trends in one market prices can affect the other market’s changes in prices or the returns in the other market, and the causality will be valid, at least in one direction, which is tested through the error-correction models. This, naturally raises the doubt that price discovery from one to another market may exist. at least in one direction, if cointegration is established and arbitrage opportunities may occur. However, even if there is cointegration, the changes in prices or the return in one market need not necessarily be correlated with the changes in prices or return in the other market. But they can be correlated as well. Nevertheless, even if arbitrage opportunities exist sometimes, why not still markets cannot be efficient and a long run equilibrium relation cannot occur? These unresolved issues have given scope for much empirical work. The time length differences between long- term trends and short run changes depends on the data structure the researcher uses for cointegration analysis.

Herbst, McCormack, & West (1987) argue that futures market is commonly observed for updated price more frequently than the spot market. Investors with strong beliefs about the direction of market, trade in futures rather than spot, because of low transaction cost and high degree of leverage. Such trading, moves futures first and pulls spot price by means of arbitrage, creating a lead-lag relation. Considering the relation between futures and spot price, Kawaller, Koch, & Koch (1990), put forward the general principle that spot price is affected by past spot price, current and past futures price and other market information. Similarly, futures price is affected by past futures price, current and past spot price and other market information. Thus, causality is likely to be bidirectional. They further argued that the lead-lag pattern between futures and spot prices changes as new information arrives. Each may lead the other as market participants
shift information for clues that are relevant to their position which may be spot or futures. Wu, Li, & Zhang (2005) examine information transmission between the S&P 500 and FTSE 100 index futures and find that the volatility of US market is affected by the most recent volatility surprise in the UK market.

The second direction investigates volatility spillover between spot and futures markets. Volatility spillover hypothesis posits “if volatility spillovers are combined with asymmetries, a bad news shock in either market may increase volatility and its persistence in both markets “(Tao & Green 2012). The aforementioned authors (Tao & Green 2012) find significant volatility asymmetries in both the FTSE 100 cash and stock index futures prices. There are some other studies also which have examined this issue (for instance (Koutmos & Tucker 1996), (Fleming, Kirby, & Ostdiek 1998) It has been argued that volatility surprises in one market will spillover to volatility in another market, in a subsequent trading period. Recently, Antonakakis, Kizys, and Floros (2014) employ a newly introduced spillover index to examine spillovers between spot and futures market volatility, volume of futures trading and open interest in the UK and the US. They find that spot and futures volatilities in the UK (US) are net receivers (net transmitters) of shocks to volume of futures trading and open interest. Further their study showed that the spot and futures volatility spillovers between the UK and US markets are of bidirectional nature, however, they are affected by major economic events such as the global financial and Eurozone debt crisis.

Milunovich & Joyeux (2010) examine the issue market efficiency and price discovery in the European Union carbon futures market. Their findings suggest that none of the three carbon futures contracts are priced according to the cost-of-carry model, although two of the three contracts form a stable long-run relationship with the spot price and interest rates, and hence act as adequate risk mitigation instruments. They further observe that the predominant source of information spillovers appears to be the sign or direction of price change, i.e. return spillover rather than the magnitude of price changes, i.e. volatility spillover.

Reichsfeld & Roache (2011) assess the spot price forecasting performance of 10 commodity futures at various horizons up to two years. They find that, out-of-sample, the forecasts from futures market is hard to beat, and that the forecasting performance of futures does not depend on the slope of futures curve, in contrast to the predictions of well-known models of commodity markets. They also find that futures’ market forecasting performance to be invariant to whether prices are in an upswing or downswing, during periods of futures market in backwardation or contango.

Khan (2006)'s study of the Pakistan stock markets supports the hypothesis that spot prices generally lead the futures prices in incorporating new information, and that the volatility in the futures market does not increase the volatility in stock markets, and on the contrary, supports the alternative hypothesis that volatility in the futures market may be the outcome of the volatility in the spot markets. This in a way corroborates Samuelson’s hypothesis that shocks in spot markets will increase the volatility of the futures prices as they near expiration.

An extensive survey of this literature has been done in (Paul, M.T. & Kimatta, J. (2016)

5. Issues for Research

(1) Is the magnitude of the volatility in the spot and futures market not similar.? The alternative hypothesis is that it is similar. If the magnitude of the volatility is similar, and if returns are not correlated, the markets are believed to be very efficient. This hypothesis testing will either reinforce or clear the thinking among some policy makers that the introduction of the futures market will increase the volatility in the spot market. If the introduction of the futures market will increase the volatility in spot markets, and if the futures markets volatility is higher than that of spot market because of the higher leverage effects and low transaction costs in futures markets, policy makers may sometimes be misled to discourage to introduce and develop futures markets.

(2)A related issue is, if the introduction of the derivative markets, and margin trading has increased the volatility in the spot stock markets. The margin trading and the derivative markets will increase liquidity in the markets and therefore can reduce the volatility in the spot markets ; but on the other hand, the margin trading, and the introduction of derivative markets will increase the leverage and they may lead to a situation when the investor may sell in a falling market, and can exacerbate the volatility.

(3) Is the volatility in the spot and future market returns not persistent.? The alternative hypothesis is that it is persistent. This hypothesis is tested by researchers through the significance of the ARCH, and GARCH parameters in modeling the returns in the spot and futures market. Apart from the econometrics of the volatility modeling, as they are related to the returns of the spot and futures market, it has implications for finance theory that the expected returns are much associated with the risk proxy, i.e., the volatility of the returns.

(4) Another important issue is the information efficiency in the financial markets, at least from a weak form efficient market hypothesis perspective (Fama 1970), that is to study short memory process which involves mean reversion in the return of the spot and futures market versus a long memory process which involves distancing from the mean return and no reversion to the mean returns. In terms of precise hypothesis formulation, they can be stated in the following ways:
The volatility in the stock markets, the world over, has been relatively less since the global financial crisis in 2008 until now, 2018 January, in terms of the average correction percent of various stocks. And the markets have been the no arbitrage possibilities. (Paul, M.T.& Kimatta, J.2016).

If the spot and futures market is linked through aforesaid ways, it supports the price discovery, market efficiency, and unidirectional or bidirectional causality. If a bidirectional causality is proved, neither market is dominant over the other. Granger cause the GARCH variance in futures market. The alternative is it does Granger cause. There may be either GARCH variances of spot and futures market. The hypothesis is that the GARCH variances in spot market do not spot market. The second method of testing the spillover effects is to use the Granger’s causality tests between the GARCH variances from futures market is to be used as another independent variable in explaining the returns in the GARCH variances from spot market can be used as another independent variable in explaining the return in futures market, and still the efficient market hypothesis can hold. We have to test ARCH (M) models to verify to know if the asset’s risk premiums follow a stationary auto correlated process.

Another issue in volatility research is whether the bad news, i.e., negative shocks will not have / alternative will have, bigger impact on the volatility in spot and futures market. The positive and negative shocks will have different impact on the volatility in financial markets. This phenomenon of the dominance of the negative news on volatility is also explained through ‘the leverage effect’ in finance literature, as the bad events reduce the equity values, and therefore the debt/equity ratio increases, and this increases the risk and volatility. If the foregoing is correct, the adverse effects of the US financial crisis, rather than its positive effects if any, will increase the risk and volatility. This information would be highly useful to policy makers.

A related issue is if the specific events such as US financial crisis cannot / alternative can, impact the persistence in volatility. The US financial crisis produced more negative shocks than positive shocks and the negative effects might have significant effects on volatility in spot and futures markets.

The important issues are the market efficiency, arbitrage, the price discovery and the volatility spillover between spot and futures market. The aforesaid issues can be addressed employing two research strategies: The GARCH variances from spot market can be used as another independent variable in explaining the return in futures market, and the GARCH variances from futures market is to be used as another independent variable in explaining the returns in the spot market. The second method of testing the spillover effects is to use the Granger’s causality tests between the GARCH variances of spot and futures market. The hypothesis is that the GARCH variances in spot market do not Granger cause the GARCH variance in futures market. The alternative is it does Granger cause. There may be either unidirectional or bidirectional causality. If a bidirectional causality is proved, neither market is dominant over the other. If the spot and futures market is linked through aforesaid ways, it supports the price discovery, market efficiency, and the no arbitrage possibilities. (Paul, M.T.& Kimatta, J.2016).

The volatility in the stock markets, the world over, has been relatively less since the global financial crisis in 2008 until now, 2018 January, in terms of the average correction percent of various stocks. And the markets have been booming. Is it due to low interest rates and excess liquidity in major economies in the world? Is average correction a right measure of volatility as it may ignore the upward movements? (Ruchir S. 2018). But assuming his measure of average correction of the market is a reasonable good measure of volatility, can this lower volatility lead to future excess volatility in the world stock markets?

The Dividend – price ratio, D/P, is stationary and therefore the growth rate of the dividend can be a proxy for expected capital gain of the stock (Fama and French 2002)

The same hypothesis can be tested for earning – price ratio also.

The decline in expected return/ discount rate, is the major cause for the unexpected stock returns during the half of the past century, and hence the volatility in stock prices. (Fama and French 2002) The same can be tested for this century also for about 17 years. Incidental to the foregoing hypothesis, is the hypothesis that the return on investment, proxied by average of the earning to book value of the equity, is greater than the cost of capital (Equation no.12). Risk aversion as measured by the Sharp ratio for equity premium for the last century remains more or less constant; but the risk ratio for the average returns from the stock increases in the latter half of the previous century.

The information about major disasters affect the stock market volatility.

The variance of, \( p_t, real \) stock price index (detrended by dividing by a factor proportional to long run exponential growth path) is less than that of the \( p_t \) is the present discounted value of the actual subsequent real dividends, (variance inequality is satisfied), and efficient market model is corroborated.

That high sample kurtosis does not does not necessarily indicate infinite variances and instead suggests that the existence of moments for the price series is implied by the existence of moments for the dividends series (Shiller 1981a)
(13) The inflationary expectation will raise nominal interest rates (Fisher 1930)

(14) The variability of inflation will raise the nominal interest rates (Harrod 1970); The variability of inflation will reduce the real interest rates and therefore nominal interest rates may also decrease. (Friedman 1977)

(15) In countries where is high variability of inflation and aggregate demand, the aggregate supply curve will be steeper than in other countries. (Lucas 1973)

(16) Does the simple expectation theory of the term structure of interest rate predict well that the long-term interest rate, $R^*_t$, is a sort of average of short-term interest rates from time, $t$, until the maturity of the bond, $T$, plus a small risk premium?

(17) How the higher variance in the long-term interest rates than the variance in the average short-term rates, is not easy to be explained in the context of the variance-bound test condition that the variance of both should equal and to be consistent with the efficient market hypothesis. (Shiller1979)? One explanation that we have offered in this critical survey paper is that the higher variance in the long-term rates may be due to the leverage effects dominant in the long-term rates.

(18) Can the efficient market hypothesis of explaining the variations in long-term interest through the averages of short term-inflation rates, through Fisher effect, be tested? One immediate issue in testing the aforesaid is the limitation that the rational expectation in forming inflationary expectations by people, should be assumed without a test!

6. Conclusions

The average returns in the stock markets in the last fifty years of the previous century is much higher than the expected return based on the dividends premium or the growth rate of dividends. The average expected return on investment, earning to book value ratio, exceeded the cost of capital. Therefore, one reason for the increased volatility in the last fifty years of the previous century, might be the changes in the expected return and the discount rates. But in the present century, after the global financial crisis in 2008, the volatility in stock markets has decreased and financial wealth has increased in the world over. However, testing and explaining the efficient market model in the long-run, through linking the actual stock price index, and the theoretical proxies through real dividend growth index, and through the variance bound tests, still remain the research issues.

The volatility in financial markets involves the conceptual and empirical issues regarding the financial asset’s returns and volatility both unconditional and conditional volatility. The volatility in financial markets is linked to the risk modeling of the asset returns, and some varieties of the empirical conditional volatility of the returns such as GARCH (1,1) models will throw light on not only the modeling of the risk but also the answers to the questions of the efficiency in financial markets. The returns are correlated or not, is an important research issue to resolve informational efficiency question in spot and futures markets. The magnitude of the volatility in spot and futures market for the same commodity is of interest for policy makers. In short, the important issues are the market efficiency, arbitrage, the price discovery and the volatility spillover between spot and futures market.

As the finance theory tells us that the objective of investment is consumption, and also to find the present value of the future cash flows of all assets -equities, bonds, and physical assets – the market rate of interest is important, the macro-monetary economics of interest rate and inflation rate changes are relevant. In macro-monetary economics, the variability of inflation, as a variable is suggested to explain the demand for money functions, and the effect of inflationary expectation on the nominal interest rates, given the variability of inflation as an argument in the function to make constant the effects of the positive or negative effect on the nominal interest rates, and to refine the order of the magnitude of the inflationary expectation coefficient on the nominal interest rates.

The volatility in the market for interest rates, especially the bond market volatility, is also very important research issue, and the efficient market perspective is applied and tested in the literature through testing the term-structure theories of interest rates, and also the variance bound tests linking the variance in the long-term rates to the variance in the average short-term rates. The challenge is to explain the higher variance in the long-term rates. We have tried to explain, in this survey paper, that the higher variance in the long-term rates, may be the leverage effect are more dominant in the long-term rates than in the short-term rates.

We, therefore, conclude that the variability of the financial asset returns such as that of stocks and bonds, and that of nominal interest rates and the variability of the inflation are both very important theoretical and empirical issues for research in Financial markets and Finance, and Macro-monetary economics. The limitation of this survey on volatility literature, is that it has focused on the volatility literature in the financial markets, especially that of the stock market, the bond market, and the market for the demand for money and interest rates, but not touched the volatility in the foreign exchange markets, and not even the real asset markets, as otherwise the survey may become too lengthy and unwieldy.
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Notes
Note 1. In some studies standard deviation or logarithm of variance is used in the return equation.

Note 2. Glosten L R, R Jagannathan and D.E Runkle (1993) provide a brief overview of the conflicting results in the literature and then explained why both positive and negative relationship between returns and volatility would be consistent with theory.

Note 3. Estimating the Nelson model under the assumption of normally distributed errors yields identical estimates to those reported by Eviews excepting the intercept term which will differ by $\alpha \sqrt{\frac{n}{T}}$.

Note 4. Gibson Paradox. Gibson Paradox is the high correlation between the level of prices and the level of nominal interest rates. There is no apparent economic logic when the money supply and prices both increased in the same proportion, the nominal interest rates to go up. But this paradox is explained by Irving Fisher through the positive effect of inflationary expectation on nominal interest rates.
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