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Abstract
This paper examines and foresees the impacts of monetary policy on economic growth by studying the case of Cote d’Ivoire through the SVAR model. More specifically, the second target is to analyze which policy is reliable for the explanation of real activities fluctuation in Cote d’Ivoire. Thus, we will use eight structural variable SVAR tools by using monthly time data series running from 1990:1 to 2014:12. This SVAR model is also carried out to generate impulse response function that raises the impact of economic policy shocks on growth in Cote d’Ivoire. In addition, from the estimated SVAR equation, we passed through the estimated structural imposition of restrictions and we generated the forecast error variance decomposition analyses that help us make prediction. Our empirical results demonstrate that innovations in monetary aggregate impact in real activities and prices although very low. This implies that monetary policy shocks are not the main determinant of business cycle movements in Cote d’Ivoire. Second, the empirical analysis also shows that the real interest rate and money aggregate significantly respond to variations in the industrial production index while other variables respond insignificantly. This means that the industrial sector in Cote d’Ivoire is constrained by the higher credit cost in their production process. Finally, since global oil price shock captured real activities and impacted negatively output growth, we recommend a gradual diversification of the domestic economy and optimal fiscal policy that could be reliable because it plays a dominant role.
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1. Introduction
At its creation in January 1994, West African Economic and Monetary Union (WAEMU) gathered seven countries in sub-Saharan Africa, namely Benin, Burkina Faso, Côte d’Ivoire, Mali, Niger, Senegal and Togo. An eighth country, Guinea Bissau joined the Union in May 1997. These member states are working for the promotion of the enlargement and revival of the economic activities. In the Union convention, it is stated that WAEMU focuses on the goal of ensuring “the convergence of the economic performance and policies among member states through the procedure of multilateral surveillance institution” (Article 4 of the Treaty of The WAEMU, 11 January 1994). Monetary policy is one of the economic policy instruments used today and generally devoted to a central bank. This is the case of the Central Bank of West African States (CBWAS) for the WAEMU zone. The objective of the CBWAS is to guarantee the currency stability. Without prejudice to this objective, the CBWAS shall support the general economic policies elaborated in the Member States of the Monetary Union. The theoretical argument behind this definition can be summed up in two proposals, which refer to current monetary policy concerns: this is to determine the priority objectives of monetary policy and how on the other hand, these objectives can be reached by the Central bank. The next demonstration is how to translate quantitatively the objective of price stability. Here, there are two opposing views. The first thesis is based on the possibility to reduce the inflation rate up to zero.

The second thesis advocates the stabilization of inflation at a level deemed to be tolerable by the monetary authorities. It raises the debate between monetary policy and discretionary monetary policy. For some economists, monetary policy must be satisfied with the application of a passive or non-activist monetary rule (Friedman, 1967, Kydland and Prescott, 1977). This argument leads to admit that through the assumption of temporal incoherence, a discretionary monetary policy is incompatible with the maintenance of price stability. On the other hand, since the "blind" automatic application of rules often leads to a high variability of production, many economists argue in favor of a monetary policy that combines
the gains of temporal coherence with the advantages of flexibility (Barro and Gordon, 1983, Rogoff, 1985, Taylor, 1998). Such policy is defined as an active monetary rule, which allows systematic reaction of monetary authorities to the production and inflation gaps, while preserving the accounting of the long-term economic policy objectives. So, how to put such a rule credibly (Artus, Penot and Pollin, 1999). Here, Independence of the central bank is sufficient to internalize the inflationary bias of discretionary policy (Mac callum, 1997). It finds its true expression when the monetary authorities set themselves as guardians of price stability. In this context it seems appropriate to deal with the debate that will focus on those who are in favor of a monetary policy focusing on the setting of intermediate targets and on those who are in favor of a monetary policy oriented towards the pursuit of fixed quantitative targets. The choice of some authors was then the quantitative inflation target (Svensson, 1997-1998). Under these conditions, the central bank indicates in advance the rate of inflation it targets and therefore, acts on the money market rate. The fixed quantitative target has two types of advantages: the monetary authorities' credibility in monetary policy and the increased independence of the central bank.

Côte d'Ivoire, an important country of WAEMU, aims at achieving the status of an emerging country by the year 2020. The Review of the National Development Plan 2012-2015 showed that the actions carried out produced effects in line with the objectives. The prove is that Côte d'Ivoire has undergone an important growth (9.4% on average between 2012 and 2014), in a context of a better peace and security, as well as good governance. People have been gaining benefits from renewed dynamism through redistribution and reparation of inequalities in different sectors. In this context of rapid growth, what is the contribution of monetary policy? If we take into account the former studies, we notice that there is no study traces the impacts of monetary policy shocks on domestic economy using a structural vector autoregressive framework for Côte d'Ivoire context. This study aims at estimating the effects of monetary policy on output growth in Côte d’Ivoire using structural vector auto-regression. This background analysis leads us to two main objectives for this work. Our first target will be to estimate the impacts of monetary policy on real variables in Côte d’Ivoire using structural vector autoregressive perspective. The second will permit us to check which instrument, among policies, plays an important role in explaining fluctuation of economic activities in Côte d’Ivoire. The last part of our work is divided as follows: the summary of the Central Bank of West African States policy instruments and target is highlighted in section 2. The model specification, the methodology applied and the data sources are depicted in section 3. The interpretation and discussion of the econometrics results is viewed in section 4. Then the last section is a concluding part that explains the policy and concludes the discussion.

2. Summary of the Central Bank of West African States Policy Instruments and Target

The Central Bank of West Africa States (CBWAS) has a long history of monetary policy in a monetary union, spanning 50 years. This experience is rich in lessons learned as evidenced by the record of its action. A favourable assessment of the common monetary policy led the CBWAS to preserve the monetary stability of the Union. The member states benefit from price stability that many other African countries can envy. The effectiveness of the common monetary policy over the last two decades has been based on gradual reform of the monetary policy instruments, which first consolidated the policy instruments (1989) and then Interest rates, liberalized and positive in real terms, reform the CBWAS's intervention on the interbank market (1993, 1996), put in place a system of minimum reserves and renounce the Central Bank's Treasures. The last step was the reform of the CBWAS statutes, which came into force in 2010, to guarantee its independence from governments, thus increasing its credibility and thereby controlling inflation. Through its monetary policy, the CBWAS must naturally maintain the achievement of monetary stability, since this is the main objective assigned by its statutes. But the Central Bank cannot lose interest in the economic growth of the Union. Following Article 8 of its new statutes, "the main objective of the Central Bank's monetary policy is to ensure price stability. The inflation target is defined by the Monetary Policy Committee. Without prejudice to this objective, the Central Bank shall support the economic policies of the West African Economic and Monetary Union (WAEMU) with a view to healthy and sustainable growth ".

More specifically, the aim is to maintain the euro / CFA exchange rate at 655.96 and to stabilize average consumer price inflation around 3% in line with the convergence criteria of the zone (Couharde et al, 2013; BCEAO, 2016). To achieve these goals, the CBWAS uses four main policy rates including its minimum rate for bids at liquidity auctions, the standing lending facility rate, WAEMU average interbank rate and Average T-bill Rates. Since September 2013, the key refinancing rate remained unchanged at 2.5%, which shows that the CBWAS practices an accommodative monetary policy. Indeed, both, credit to the economy and credit to government are experienced robust growth of about 14% and 24% each year (IMF, 2015). Concerning its effect on inflation, it is emphasized that monetary policy has a weak impact on inflation because of the lack of developed and integrated financial markets in the zone. Nevertheless, Inflation is expected to remain low and stable. This is due to two factors: the first one is the improvement of the good supply of food to the market and the decreasing of fuel prices in almost all the countries of the zone (CBWAS, 2016). These two factors combined could explain the good economic performance that Cote d'Ivoire recorded during the period from 2012 to 2016. In fact, the country experienced GDP growth rates of 8.9% on average. However, as amply illustrated by the theory of optimal monetary unions, an important difficulty of the common monetary policy lies in the asymmetry of
the exogenous shocks which periodically affect the countries of the Union. The WAEMU countries are characterized by instability and a dispersion of the growth rates of the member states, which are characterized by heterogeneity of their monetary situation. We fear the fact that the intensity of the shocks suffered by the WAEMU states will be amplified because of the present instability of the world economic situation.

3. Literature Review and Theoretical Framework

The impact of monetary policy on the real economy and precisely on growth and prices has long been an important topic in macroeconomic theory. It has also been analyzed by several academicians since 1950. It is also fundamental for central bankers to better understanding the consequences of their actions that determine their final goal and to understand the overall macroeconomic fluctuations. This paper uses real variables to forecast the impacts of monetary policy on economic growth by using auto-regression structural vector (SVAR) with a block exogeneity assumption from Cushman and Zha (1997). The theoretical literature detains a preponderance of works both in developed and developing countries that try to measure the impact of monetary policy on real economy (see for e.g. Cushman and Zha, (1997); Christiano et al., (1999); Bernanke and Mihov, (1998); Khan et al., (2002); Berument, (2007)). It is true that these studies detect puzzling results from their analysis, however it seems to have no ambiguous concerning the impact of monetary policy on output growth and prices in developed economies as discussed by Christiano et al., (2002). There are important literatures viewing the impact of monetary policy on economic variables using econometric methodology like Generalized Method of Moments (GMM), a single-equation Regression among others. Most of the empirical works imposed some restrictions on the relationships between monetary policy and economic variables in order to identify policy shocks. More generally, they use forecast error variance decomposition based on Cholesky identification procedure. The monetary policy variables are ordered before the exchange rate. This can be sen with Sims, (1992); Grilli and Roubini, (1995); Eichenbaum and Evans, (1995). This means that there is no simultaneous reaction between monetary policy variables and exchange rate. The restriction can be acceptable for a large and relatively closed economy because the reaction of monetary policy to foreign shocks would be relatively small (see Cushman and Zha, (1997)). This result mixes with the United States economy. However, in small open economies, fluctuations in monetary policy are quite sensitive to both foreign and domestic real variables shocks as demonstrated by Kim and Roubini, (2000). We can likewise understand that Cholesky procedure seems to work for large closed economies but not for small open economies as shown by Cushman and Zha, (1997); Sato, et al.; (2009); Gossé and Guillaumin, (2013).

Regarding the case of the advanced countries in economy, such as the United States, Canada and some European countries, there is a strong evidence of the effectiveness of monetary policy influence on output growth like presented by Rafiq and Mallick, (2008); Bernake et al., (2005); Mishkin,(2002); Christiano et al., (1999) and Dario and Edward, (2016). For instance, Cushman and Zha, (1997) use a structural vector auto regression with an exogeneity block to identify the monetary policy shock and examine the impacts of external shocks on the Canadian economy. In the context of OECD countries, similar studies have been conducted (e.g., Lastrapes, (1998); Ludwig and Slok, (2004); Vargas-Silva, (2008)). For middle-income economies, most of empirical research demonstrates that monetary policy shocks have some modest impacts on output growths. The case of seven East Asian economies, namely Indonesia, Korea, Malaysia, Philippines, Singapore, Taiwan and Thailand, has been analyzed by Fung, (2002) and obtained similar outcome. Note that the United States variables were incorporated as exogenous foreign variables in the SVAR model. Furthermore, Sato et al., (2009) took the same econometric framework to check if external shocks generated from the United States economy played an important role in influencing real variable movements in East Asia economies from the period of 1978 to 2007. Similar works have been also performed by Zhang and McAleer, (2009) and Gosse and Guillaumin, (2013). In addition, Mehmet and Yildirim, (2013) did the same research for the six fast growing emerging economies namely Brazil, Russia, India, China, South Africa and Turkey denoted by (BRICS-T). The overall results are quite similar, world output shocks are not a dominant source of fluctuations in those economies. In addition, Mustafa and Cengiz, (2014) have used a structural VAR model with the block exogeneity notion to identify and analyze the impacts of some domestic and external shocks and in particular, the impacts of monetary policy shocks on macroeconomic variables in Turkey. All shocks are found to have significant effects on main economic variables. Positive interest rate shocks appreciate the domestic currency and decrease the inflation whereas positive risk premium shocks cause depreciation and an increase in inflation. Both of these shocks also cause a decrease in the domestic activity. Being an open and internationally integrated economy, Turkey is significantly affected by global shocks. Ganev et al., (2002) explored the impacts of monetary shocks in ten Central and Eastern European (CEE) countries and find no evidence that suggests those changes in interest rates affect output, but find some indication that changes in the exchange rate does. In the same order, Starr, (2005) using a SVAR model with orthogonalized identification finds small evidence of real impacts of monetary policy in five Commonwealth of Independent States (CIS) with the remarkable exception that interest rates have a significant impact on output in Russia. Adebayo et al., (2016) paper provides interesting research in explaining the impacts of monetary policy on real economic activities in South Africa with
SVAR perspective. Their results show that, in short run money supply is observed to play significant positive effects on output growth.

However, for low income countries like Nigeria, the evidence is weak and full of puzzles. For instance, Balolgun, (2007) used simultaneous equation models to test the hypothesis of monetary policy ineffectiveness in Nigeria and found that, rather than promoting growth; erstwhile domestic monetary policy was the source of stagnation and persistent inflation. Similar evidence was also found for The Gambia, Guinea, Ghana and Sierra Leone using the same models. In so doing, we can’t ignore that most studies which explores the monetary policy transmission mechanism by using SVAR analyses of open and closed economies, have detected several empirical anomalies. Specially, price puzzles where the price level increases rather than decreases following interest rate Sims, (1992). There are also liquidity puzzles where the nominal interest rate increases rather than decreases following monetary aggregate shock Leeper and Gordon, (1991). Third, there are exchange rate puzzles where domestic currency depreciates relative to the United States dollar, rather than appreciate, followed by a positive interest rate shock: Sims, (1992); Grilli and Roubini, (1995). Finally, there are forward discount bias puzzles where positive interest differentials on domestic assets are associated with persistent appreciations of the domestic currency Kim and Roubini, (2000 p. 562). Thanabalasingam (2013) in his paper title "Monetary Policy and the Real Economy: A Structural VAR Approach for Sri Lanka" attempts to identify the monetary policy variable that better explains the Sri Lankan monetary policy transmission mechanism. This study also estimates how shocks generated from foreign monetary policy and/or oil price affect domestic real variables. In so doing, we utilize a seven variable structural VAR model by using monthly time series data from Sri Lanka running from January 1978:1 to 2011:12. The overall results show that the interest rate plays a robust role in explaining the transmission mechanism of monetary policy of Sri Lanka; however the important notice is that this finding is opposed with studies that proposed the monetary policy transmission mechanism is conducted by the real exchange rate, not the interest rate (see, for example, Cushman and Zha, 1997; Fung, 2002).

4. Methodology Applied and Data Source

4.1 SVAR Modeling

Since the early 1980s, VAR models have emerged as powerful multivariate models to analyze economic problems. A vector autoregression (VAR) is a set of k time series regressions in which the regressors are lagged values of all k series. All variables in each equation of VAR system are included and also because of the existence of correlation among the disturbances of various equations. Cooly and Leroy, (1985) criticized VAR approach as a theory which eventually led to the development of SVAR model. According to the empirical literature, the structural vector autoregression gives more structural interpretation. As we know, Cote d’Ivoire is a small open economy with middle-income level, we apply SVAR model, similar to that performed by Kim and Roubini, (2000). The general approach in the literature is to apply identification restrictions that are consistent with economic theory and prior empirical research findings (see Buckle et al., (2007), Christiano et al., (2005); Dungey and Fry, (2003); Dungey and Pagan, (2000)). Hence, we define the economy by the following structural form of equation:

$$Y_t = A_0 Y_{t-1} + A_1 Y_{t-2} + ... + A_p Y_{t-p} + \varepsilon_t$$  
(1)

Where $$A_i$$ is a (8X8) invertible matrix of parameters for $$i = 0, 1, 2, ..., p$$ while $$\varepsilon_t$$ is (NX1) multivariate white noise error process and $$Y_t$$ is (NX1) endogenous vector variables at time t with properties as follow:

$$E(\varepsilon_t \varepsilon_t') = \sum_{t = \tau} E(\varepsilon_t) = 0 \text{ otherwise.}$$  
(2)

The structural vector autoregression (SVAR) framework assumes that the structural innovation $$\varepsilon_t$$ are orthogonal while the variance-covariance matrix is constant and diagonal and the structural disturbances are uncorrelated. Moreover, the contemporaneous matrix $$A_0$$ written in equation (1) is normalized across the main diagonal so that each equation in the SVAR system has a designated dependent variable. So the first stage consists in writing the reduce form bellow:

$$Y_t = A_0^{-1} A_1 Y_{t-1} + A_0^{-1} A_2 Y_{t-2} + ... + A_0^{-1} A_p Y_{t-p} + A_0^{-1} \varepsilon_t$$  
(3)
\[ Y_t = B_1 Y_{t-1} + B_2 Y_{t-2} + \ldots + B_p Y_{t-p} + \delta_t \]  
(4)

Where \( B_i = A_0^{-1} A_i \), \( i = 0,1,2,\ldots,p \) and \( \delta_t = A_0 \varepsilon_t \). The reduced VAR is expressed by equation (4) and \( \delta_t \) is the innovation linking to the reduced form with zero mean and constant variance \( \delta_t \sim N(0, \Omega) \). The VAR described by equation (4) is estimated by ordinary least square (OLS) and the VAR residual are depicted by \( \delta_t \). Note that the structural innovation displayed by equation (3) is linked to the reduced form. Therefore, equation (5) and (6) can be written:

\[ E(\delta_t \varepsilon_t') = A_0^{-1}(\epsilon_t \varepsilon_t') A_0^{-1'} \]  
(5)

\[ \Omega = A_0^{-1} \sum(A_0^{-1})' \]  
(6)

Then the second step consists in identifying the contemporaneous matrix and the variance-covariance matrix which maximizes the likelihood function conditional on the parameter estimates of the obtained VAR (Hamilton (1994)). In addition, the error term \( (\varepsilon_t) \) is a composite of shocks in \( \hat{Y}_t \) (Enders, 2004). Hence equation (7) and (8) can be specified below.

\[ Y_t = (\text{IPI}, \text{GDP}, \text{REX}, \text{IFR}, \text{IR}, \text{MS}) \]  
(7)

\[ X_t = (\text{GPC}, \text{GOP}) \]  
(8)

Where industrial production index (IPI), gross domestic product (GDP), real effective exchange rate (REX), consumer price index proxy as inflation rate (IFR), real interest rate (IR) and money aggregate (MS) are endogenous variables among which we can quote two exogenous variables, namely global price (GP) and World oil price (GOP).

4.2 The Identification Issues

In order to set up the identification conditions, the SVAR studies of advanced small open economies are used to help us to get the optimal restrictions to be imposed on the contemporaneous and the lagged structure of the Cote d’Ivoire SVAR model. In this study, we use six endogenous variables SVAR model, namely, industrial production index (IPI), gross domestic product (GDP), real effective exchange rate (REX), consumer price index (IFR), real interest rate (IR) and money aggregate (MS) and two exogenous variables, namely, the global price (GP) and world oil price (GOP). However, the exogenous vector \( \{X_t = \text{GOP}, \text{GOP}\} \) of variables is assumed to be a foreign block. The foreign variables are included to control for exogenous change in the global economic system, they are both incorporated to show the small open economy character of Cote d’Ivoire. The endogenous vector \( \{Y_t = \text{IPI}, \text{GDP}, \text{REX}, \text{IFR}, \text{IR}, \text{MS}\} \) is domestic block and we divide it into two parts. One part is non-policy block with two variables \( \{\text{GDP, IFR}\} \), and the other part is the policy block variables \( \{\text{MS, IR, REX}\} \). As we know, domestic activities are depicted by industrial production index (IPI). In addition, we express all variables in natural log excepted real effective exchange rate and real interest rate. To impose short run restrictions structure on matrices \( A \) and \( B \), we necessarily refer to structural VAR in equation (1) labeled above and we use the AB-model developed by Amisano and Gianini, (1997; 2012) as follows:
\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
NA & 1 & 0 & 0 & 0 & 0 & 0 \\
NA & NA & 1 & 0 & 0 & 0 & 0 \\
NA & NA & NA & 1 & 0 & 0 & 0 \\
NA & NA & NA & NA & 1 & 0 & 0 \\
NA & NA & NA & NA & NA & 1 & 0 \\
NA & NA & NA & NA & NA & NA & 1
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
NA & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & NA & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & NA & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & NA & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & NA & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & NA & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & NA
\end{bmatrix}
\]

Where A is a triangular matrix with the different one on the main diagonal and B and is a diagonal matrix with "NA" as missing value (uncorrelated).

### 4.3 Impulse Response Function

Impulse response functions (IRFs) for our study helps us to examine the behavior of an error shock to each variable on its own future dynamics as well as on the future dynamics of the other variables Gunasekarage and al., (2004). In another words, The Impulse response function is derived and used to examine the dynamic responses of the variables to various shocks within the SVAR system. If we consider L as lag operator, equation (5) can be specified as follows:

\[
B(L)Y_t = \delta_t
\]

The effect of any shock given by \( \delta_t \) dies out at some point of horizon time for the covariance stationary VAR. In this situation, equation (11) can be reparameterized to describe the endogenous variables in \( Y_t \) as function of present and past values of \( \delta_t \) where the vector moving average (VMA) representation is written bellow:

\[
B(L)Y_t = \delta_t + C_1 \delta_{t-1} + C_2 \delta_{t-2} = C(L)\delta_t \quad \text{with} \quad C(L) = (B(L))^{-1}
\]

As far as we know SVAR framework assumes that the structural innovations \( \delta_t \) are orthogonal and the structural disturbances are uncorrelated. Therefore, equation (12) admits a moving average representation (MA) label as:

\[
Y_t = C^*(L)\delta_t
\]

Where \( C^*(L) = C(L)A_0^{-1} \) generates the impulse response functions of \( Y_t \) to the structural shocks to \( \delta_t \). The effects of monetary policy shocks on other local variables, particularly non policy variables (output and prices) can be captured more precisely by the impulse response function. Then the disturbance \( \delta_t \) can be interpreted in a meaningful way.

### 4.4 Forecast Error Variance Decomposition

Forecast error variance decomposition (FEVD) is used to detect the causal relations among the variables. It also explains the degree at which a variable is explained by the shocks in all the variables at various forecast time horizons in the system Mishra, (2004). The s-period-ahead forecast error is given as follow:

\[
\hat{Y}_{t+s} - \hat{Y}_{t+s|t} = \delta_{t+s} + C_1 \delta_{t+s-1} + C_2 \delta_{t+s-2} + \ldots + C_{s-1} \delta_{t+s-1}
\]

From the equation above, we can write the mean squared error of the s-period forecast as follows:
\[
MSE(\hat{Y}_{t+s/t}) = \Omega + C_1\Omega C_1' + C_{s-1}\Omega C_{s-1}'
\]

(14)

\[
MSE(\hat{Y}_{t+s/t}) = A_0^{-1} \sum (A_0^{-1})' + C_1A_0^{-1} \sum (A_0^{-1})' C_1 + \ldots + C_{s-1}A_0^{-1} \sum (A_0^{-1})' C_{s-1}'
\]

(15)

Where \( \Omega = A_0^{-1} \sum (A_0^{-1})' \) and equation (15) denotes the contribution of the orthogonal innovations \( \delta \) to the \( MSE \) of the s-period-ahead forecast of variables in \( Y_t \).

4.5 Data Sources

In this study, we use six endogenous variables SVAR model, namely, industrial production index (IPI), gross domestic product (GDP), real effective exchange rate (REX), consumer price index (IFR), real interest rate (IR) and money aggregate (MS) and two exogenous variables, namely, the world commodity price (GCP) and the oil price (GOP). It’s consisting for us to use monthly data covering the period of 1990:1 to 2014:12. We captured the two exogenous variables (world commodity price, oil price) from the International Financial Statistics data base (2015) where other variables derived from the World Development Indicators, published by the World Bank (2015). See Table 1 below.

Table 1. Variables included in Côte d’Ivoire SVAR system

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Sources</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreign Block</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global Oil Price</td>
<td>World Oil Price Index (log)</td>
<td>IFS</td>
<td>GOP</td>
</tr>
<tr>
<td>World Commodity Price</td>
<td>World Commodity Price Index (log)</td>
<td>IFS</td>
<td>GCP</td>
</tr>
<tr>
<td>Domestic (Non-policy)</td>
<td></td>
<td>WDI</td>
<td>GDP</td>
</tr>
<tr>
<td>Output</td>
<td>Gross Domestic Product</td>
<td>WDI</td>
<td>IFR</td>
</tr>
<tr>
<td>Price Index</td>
<td>Consumer Price Index log Base 2005 (=100)</td>
<td>WDI</td>
<td>IFR</td>
</tr>
<tr>
<td>Domestic (Policy)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>Real exchange rate</td>
<td>WDI</td>
<td>REX</td>
</tr>
<tr>
<td>Interest Rate</td>
<td>Real Effective Interest Rate (%)</td>
<td>IFS</td>
<td>IR</td>
</tr>
<tr>
<td>Money</td>
<td>Money Supply log</td>
<td>WD</td>
<td>MS</td>
</tr>
<tr>
<td>Industrial Production</td>
<td>Industrial Production Index</td>
<td>IFS</td>
<td>IPI</td>
</tr>
</tbody>
</table>

Sources: International Financial Statistics/World Development Indicators.

5. Empirical Results and Interpretations

To avoid problems of spurious regression, we first start by examining the stationarity properties of the data base. So we perform traditional unit root tests by performing the standard augmented Dickey-Fuller test Dickey, (1979); Fuller, (1979) and Phillips–Perron, (1988) tests. Further to the traditional unit root tests, we also use Ng-Perron (NP) test and the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test to solve the problems of size distortions inherent to the traditional tests Madalla and Kim, (1998). The outcomes are displayed in table 2 and show that all variables are first difference stationary. However, the PP, KPSS and NP tests give the same results, thus, according to the empirical foundation, we found that all variables follow the I(1) process.

Table 2. Summary of stationary tests
Source: Own computation from data used in the regression.

Beyond testing for the unit root, there is a need to find the optimal lag length. In so doing, we use the ordinary least square procedure to estimate the reduced form of VAR. Then, the optimal lag length is selected based on Schwarz’s Bayesian information criterion (SBIC), the Akaike information criterion (AIC), and the Hannan–Quinn information criterion (HQIC). The results are depicted in Table 3.

Table 3. VAR Lag Order Selection Criteria

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2740.374</td>
<td>NA</td>
<td>1.0e-18</td>
<td>-18.55053</td>
<td>-18.61077</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6460.953</td>
<td>7212.590</td>
<td>1.59e-29</td>
<td>-43.61060</td>
<td>-42.70626*</td>
<td>-43.24340*</td>
</tr>
<tr>
<td>2</td>
<td>6541.706</td>
<td>152.1347*</td>
<td>1.42e-29*</td>
<td>-43.72495*</td>
<td>-42.01675</td>
<td>-43.042479</td>
</tr>
<tr>
<td>3</td>
<td>6566.381</td>
<td>45.15889</td>
<td>1.86e-29</td>
<td>-43.45660</td>
<td>-40.94453</td>
<td>-42.45048</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion,
LR: sequential modified,
FPE: Final prediction error test statistic (each test at 5% level)
AIC: Akaike information criterion, SC: Schwarz information criterion,
HQ: Hannan-Quinn information criterion.

Sources: Own computation from data used in the regression.

As for the number of lags in the model, according to the standard information mentioned above, the optimal lag length selected is two. Third, the co-integration test is conducted following Johansen, (1988) and Juselius, (1990) procedure. This test is conducted to verify whether our series are co-integrated or not. The co-integration test is done to confirm if the VAR is stable (Table 4 displays the results).

Table 4. Cointegration tests results

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Alternative Hypothesis</th>
<th>Eigenvalue</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
<th>Max-Eigen</th>
<th>Trace Statistic</th>
<th>0.05 Critical Value</th>
<th>Prob.**</th>
</tr>
</thead>
<tbody>
<tr>
<td>r &lt; 0</td>
<td>r = 0</td>
<td>0.138337</td>
<td>149.6798</td>
<td>175.1715</td>
<td>0.4765</td>
<td>0.138337</td>
<td>44.36947</td>
<td>175.1715</td>
<td>0.4785</td>
</tr>
<tr>
<td>r ≤ 1</td>
<td>r = 1</td>
<td>0.100517</td>
<td>105.3103</td>
<td>139.2753</td>
<td>0.7953</td>
<td>0.100517</td>
<td>31.56874</td>
<td>139.2753</td>
<td>0.7953</td>
</tr>
<tr>
<td>r ≤ 2</td>
<td>r = 2</td>
<td>0.081698</td>
<td>73.74154</td>
<td>107.3466</td>
<td>0.8364</td>
<td>0.081698</td>
<td>25.39826</td>
<td>107.3466</td>
<td>0.8864</td>
</tr>
<tr>
<td>r ≤ 3</td>
<td>r = 3</td>
<td>0.064305</td>
<td>48.34328</td>
<td>79.34145</td>
<td>0.9334</td>
<td>0.064305</td>
<td>19.80667</td>
<td>79.34145</td>
<td>0.9334</td>
</tr>
<tr>
<td>r ≤ 4</td>
<td>r = 4</td>
<td>0.046442</td>
<td>28.53661</td>
<td>55.24578</td>
<td>0.9566</td>
<td>0.046442</td>
<td>14.17133</td>
<td>55.24578</td>
<td>0.9566</td>
</tr>
<tr>
<td>r ≤ 5</td>
<td>r = 5</td>
<td>0.035241</td>
<td>14.36528</td>
<td>35.01090</td>
<td>0.9583</td>
<td>0.035241</td>
<td>10.69123</td>
<td>35.01090</td>
<td>0.9583</td>
</tr>
<tr>
<td>r ≤ 6</td>
<td>r = 6</td>
<td>0.011685</td>
<td>3.674047</td>
<td>18.39771</td>
<td>0.9515</td>
<td>0.011685</td>
<td>3.502491</td>
<td>18.39771</td>
<td>0.9515</td>
</tr>
<tr>
<td>r ≤ 7</td>
<td>r = 7</td>
<td>0.000576</td>
<td>0.171556</td>
<td>3.841466</td>
<td>0.6787</td>
<td>0.000576</td>
<td>0.171556</td>
<td>3.841466</td>
<td>0.6787</td>
</tr>
</tbody>
</table>

Trace test indicates no cointegration at the 0.05 level denotes rejection of the hypothesis at the 0.05 level

Source: Own computation from data used in the regression.

We fail to reject the null hypothesis that long-term relationship exists between aggregate output and its determinants at 5% level. Hence, all variables are not co-integrated. Furthermore, to make sure that the residuals observations are serially uncorrelated, the residual correlation test is performed. We detected that the p-values associated are significantly no null, so the residuals are correlated see table.
Table 5. Variance-covariance matrix

<table>
<thead>
<tr>
<th>Covariance Probability</th>
<th>RESID01</th>
<th>RESID02</th>
<th>RESID03</th>
<th>RESID04</th>
<th>RESID05</th>
<th>RESID06</th>
</tr>
</thead>
<tbody>
<tr>
<td>RESID01</td>
<td>11.32329</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>RESID02</td>
<td>0.749758</td>
<td>42.17780</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>RESID03</td>
<td>-9.46E-05</td>
<td>0.5546</td>
<td>4.04E-07</td>
<td>2.53E-06</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>RESID04</td>
<td>0.000170</td>
<td>0.000629</td>
<td>4.04E-07</td>
<td>2.53E-06</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>RESID05</td>
<td>0.4868</td>
<td>0.7543</td>
<td>0.2093</td>
<td>0.0000</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>RESID06</td>
<td>-9.45E-05</td>
<td>0.5561</td>
<td>0.2074</td>
<td>0.0000</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>RESID07</td>
<td>0.000191</td>
<td>0.000166</td>
<td>-8.42E-08</td>
<td>6.43E-07</td>
<td>1.99E-06</td>
<td>--------</td>
</tr>
<tr>
<td>RESID08</td>
<td>0.01288</td>
<td>0.000892</td>
<td>3.35E-07</td>
<td>1.85E-06</td>
<td>3.69E-06</td>
<td>-1.19E-06</td>
</tr>
</tbody>
</table>

Sources: Own computation from data used in the regression.

Therefore, we estimate structural VAR model with first difference logarithm, excepted real interest rate and real effective exchange rate. In this way, the long-term identification issue is avoided (table 6).

5.1 Forecast Error Variance Decomposition

As mentioned above, the forecast error variance decomposition helps us to examine interactions among economic variables over time horizon. In other words, it analyses the importance of shocks in tracing variations among variables. Thus it will guide us to detect the effect of monetary policy on aggregate output. In so doing, for the easy interpretation of our problem, the monthly quarterly is used. The results are presented in table 7 and 8 below.

Table 6. Variance decomposition of aggregate output (GDP)

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>LogGDP</th>
<th>LNPI</th>
<th>LogINFR</th>
<th>IR</th>
<th>LogMS</th>
<th>REX</th>
<th>LogGOP</th>
<th>LogGCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.001408</td>
<td>97.68802</td>
<td>0.000541</td>
<td>0.001815</td>
<td>0.000163</td>
<td>0.002097</td>
<td>0.021981</td>
<td>2.276492</td>
<td>0.008892</td>
</tr>
<tr>
<td>6</td>
<td>0.001945</td>
<td>93.17522</td>
<td>0.029914</td>
<td>0.034682</td>
<td>0.016108</td>
<td>0.005540</td>
<td>0.023824</td>
<td>6.623212</td>
<td>0.091498</td>
</tr>
<tr>
<td>9</td>
<td>0.002351</td>
<td>89.08877</td>
<td>0.133622</td>
<td>0.142301</td>
<td>0.093519</td>
<td>0.045464</td>
<td>0.020759</td>
<td>10.12000</td>
<td>0.355564</td>
</tr>
<tr>
<td>12</td>
<td>0.002685</td>
<td>85.48789</td>
<td>0.319382</td>
<td>0.324842</td>
<td>0.235969</td>
<td>0.154852</td>
<td>0.016867</td>
<td>12.76755</td>
<td>0.692200</td>
</tr>
</tbody>
</table>

Source: Own computation from data used in the regression.

Interestingly, aggregate output shows 97.69% in explaining the variation of its own shocks while the other variables contributions are insignificant in the first quarter excepted global oil price which captures 2.28% to the variations of output aggregate. In the second, third and fourth quarter, the aggregate output contributes respectively 93.18%, 89.09% and 85.49% to its own lagged value (variation) while global oil price captures the external effects by 6.62%, 10.12% and 12.77% respectively. However, the contributions of other variables remain insignificant for the whole periods. The overall responses to output growth demonstrates that only LogGOP significantly influences the fluctuation of output growth for all quarters while LogIPI, LogINFR, IR, logMS, LogGCP and REX are insignificant.

Table 8. Industrial production index

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>LogGDP</th>
<th>LogIPI</th>
<th>LogINFR</th>
<th>IR</th>
<th>LogMS</th>
<th>REX</th>
<th>LogGOP</th>
<th>LogGCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.002729</td>
<td>10.05598</td>
<td>89.25247</td>
<td>0.017868</td>
<td>0.065174</td>
<td>0.057997</td>
<td>0.005560</td>
<td>0.407321</td>
<td>0.137624</td>
</tr>
<tr>
<td>6</td>
<td>0.003733</td>
<td>11.49684</td>
<td>86.12835</td>
<td>0.011195</td>
<td>0.752186</td>
<td>0.480956</td>
<td>0.089357</td>
<td>0.635400</td>
<td>0.406614</td>
</tr>
<tr>
<td>9</td>
<td>0.004444</td>
<td>12.65489</td>
<td>82.72619</td>
<td>0.024537</td>
<td>1.961067</td>
<td>1.157823</td>
<td>0.275859</td>
<td>0.637820</td>
<td>0.561815</td>
</tr>
<tr>
<td>12</td>
<td>0.004999</td>
<td>13.35299</td>
<td>79.40267</td>
<td>0.080063</td>
<td>3.536706</td>
<td>1.960709</td>
<td>0.534442</td>
<td>0.612664</td>
<td>0.619758</td>
</tr>
</tbody>
</table>

Source: Own computation from data used in the regression.
Regarding table 8, the industrial production index responds simultaneously to its own shocks estimated to 89.25% fluctuation, while the remaining variables explain about 10.75%. Concerning these 10.75% variation, the aggregate output explains 10.06%; while the remaining variables do not respond significantly to the industrial production in Cote d’Ivoire after three months. After one quarter, the aggregate output (LogGDP) explains 11.50% to the 86.13% explained by industrial production (LogIPI) to its own shocks. Turning to the third and fourth quarter (Q3-Q4), gross domestic product shows respectively 12.65% and 13.35% in explaining the fluctuation in growth, however for Industrial production, its own shocks demonstrates respectively 82.73% and 79.40%. In addition, the real interest rate and money aggregate seem to contribute significantly in explaining the movement of industrial production index growth after the second quarter (third and fourth quarters, respectively). Therefore, the overall analysis shows that industrial production index (LogIPI) responds to its own variation, real interest rate LogIR and LogMS responds significantly to the fluctuations of industrial production index covering third and fourth quarter, however LogGCP, LogGOP, LogINFR and REX responded insignificant during the entire period (Q1-Q4).

5.2 Impulse Response Function

We use the response function estimated to explore the effects of innovations in monetary policy variables economic growth and prices through the SVAR system. Our estimated impulse response function covers the periods of 12 months (four quarters) are presented in the panel of figures 1 at 95% confidence level figure 1 (see appendix). As mentioned above, each figure in the panel explains the response of the non-policy variable on the policy variable.

Our empirical work with a real interest rate as monetary policy instrument shows theoretically consistent outcome for growth, real effective exchange rate and price level. As we know, under monetary contraction and output, money demand and prices are expected to slow down while interest rate and exchange rate will appreciate. Hence, positive interest rate shocks maintain significant output growth over one quarter (Q1), and then gradually shift under the baseline about three quarters. However, the insignificant effect of the interest rate shock on output means that the domestic credit market is inefficient; that’s why the production level still low. Furthermore the domestic currency remains stable and statistically significant over twelve months. Moreover, the price level initially confuses to the baseline rise slowly, stay constant within 12 months and significant at the conventional level implies that inflation rate is stable in Cote d’Ivoire and does not capture negatively output. In addition, we observe a positive innovation in the money growth shocks on real output. The estimated impulse response produces a positive money shock on output, significant but the effect is very low. This result implies that the monetary policy doesn’t have significant effect on real economy growth in Cote d’Ivoire. Also we find a negative innovation in the global oil price which implies an insignificant impact shock on GDP almost twelve months (Q1-Q4). These results mix with our theoretical expectations assuming that Cote d’Ivoire is a small open economy with fixed exchange rate regime.

6. Conclusion and Implication of Policy

The main target of this paper is to investigate on the impact of monetary policy shocks on output growth in Cote d’Ivoire with structural vector auto-regression (SVAR) perspective. In other words, we take an open economy SVAR model to explore the interaction of Cote d’Ivoire’s economic activities. We also employed real variables and identified policy instrument that really explain the mechanism of monetary policy transmission. In so doing, the monthly data from 1990:1 to 2014:12 has been used to address the problem. We carry out a SVAR model to generate impulse response function that traces the impact on monetary policy shocks on growth and inflation in Cote d’Ivoire. In addition, from the estimated SVAR equation, we passed through the estimated structural imposition of restrictions and we generated the forecast error variance decomposition analyses that help us to predict. The results from impulse response function depicted by figure 1 (see appendix) demonstrate that monetary aggregate innovations have low impacts on real output linking with the selected policy variables. In the same order, innovations in monetary policy react significantly with real activities and prices but the effect is very low. From these results, we can partially conclude that innovation in monetary aggregate are not the main determinant of Cote d’Ivoire’s business cycle movements. Then we confirm that fiscal policy plays more dominant role. The response copes with the traditional Keynesian IS-LM model and the Mundell-Fleming hypothesis. The results from the forecast error variance decomposition depicted in tables 7 and 8 provide reliable information for policy interpretation over the impulse response horizon. The overall analysis shows that industrial production index response to its own shocks, real interest rate and money aggregate respond significantly to the fluctuations of industrial output covering third and fourth quarter. However, price, exchange rate, global price and the oil price were insignificant for the entire periods (Q1-Q4). In addition, the examination of all variables response to real output explains that only global oil price significantly influences the fluctuation in real growth for the entire period (Q1-Q4) while price, real interest rate, monetary aggregate, global commodity price and real exchange rate were insignificant. The influence of real interest rate shocks on industrial production index remains above 3.5% in the third and fourth quarter (Q3-Q4). This implies that industrial sector in Cote d’Ivoire is constrained by the higher credit cost in their production process. Since global oil price shock captures real activities and impacts negatively GDP growth, we
recommend that a gradually diversification of the domestic economy and optimal fiscal policy could be rely on for the dominant role it plays.
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Appendix

Note 1: Not that we don’t display table 6 because space problem but evidence is available upon request.
Figure 1. Impulse Response
Figure 2. Economic indicators trend
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