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Abstract
This paper investigates empirically whether a bank lending channel of monetary policy existed in Japan from 2000 to 2012. We extend Bernanke and Blinder’s model and estimate it with the Bayesian method to deal with the identification problem. In particular, we focus on the differential effects of quantitative easing monetary policy regardless of bank size (City banks vs. Regional banks) and firm size (all enterprises vs. small and medium-sized enterprises). We find that the semi-elasticities of loan supply with respect to bank lending rate are larger than those of loan demand, implying a need for larger decline in bank lending rate to stimulate loan demand following an increase in loan supply. We also find that the semi-elasticities of both loan demand and loan supply are almost the same with respect to bank lending rate regardless of bank and enterprise size. Bayesian impulse response function analyses show an increase in bank lending but a decline in spread following quantitative easing monetary policy shock, which is evidence of the bank lending channel. Variance decomposition analyses show that while a large proportion of forecast error variance in bank loans is explained by monetary policy shock, a large proportion of forecast error variance in spread is explained by loan supply shocks. These results also comprise evidence of bank lending channel. However, we find no evidence that loans of smaller banks and loans to smaller firms are more sensitive to monetary policy.
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1. Introduction
Since the leading work of Bernanke and Blinder (1988), many studies have examined the role of banks in the monetary policy transmission mechanism. Banks play two key roles in the transmission. One is the money role, or the interest rate channel, by which banks act on the liability side; that is, they create money by issuing deposits. The other is the credit role, or the bank lending channel, by which they act on the assets side.

According to Bernanke and Blinder (1988), Kashyap and Stein (1994), and Benanke and Gertler (1995), the bank lending channel stems from credit market imperfections, mainly asymmetric information. In case of information asymmetries, monetary policy has a direct effect on the external finance premium, which becomes a “wedge” in costs between funds raised externally (by issuing equity or debt) and the funds generated internally (by retaining earnings). For example, following contractionary monetary policy, banks’ reserves decrease, and, because their ability to issue deposits is constrained following the reserve requirements, their deposits also decrease. If the banks cannot insulate their lending activities from changes in reserves by either switching from deposits to other forms of finance such as CDs, CPs, and equity or by adjusting their net holdings of bonds, they would have to reduce their supply of bank loans. On the other hand, if some firms are bank-dependent and therefore cannot offset the decline in bank loan supply by switching their form of external finance by issuing corporate bonds or equities, their investment would fall and, hence, the aggregate demand would fall. (Note 1)

A conventional Investment Saving–Liquidity Preference Money Supply (IS-LM) model has two financial assets, money and bonds. Since money is assumed to pay a zero nominal interest rate, the determined nominal interest rate is interpreted as returns on bonds. Bernanke and Blinder (1988) introduce the loan market into the IS–LM framework by distinguishing between money, bonds, and bank loans. They assume that (i) deposits and other sources of finance are not perfect substitutes for banks, so that banks are unable to insulate their loan supply from the decline in bank reserves.
induced by monetary policy; (ii) bank loans and other sources of finance are not perfect substitutes for firms, so that firms are unable to insulate their investments from a decline in bank loan supply; and (iii) aggregate demand depends on both bank lending rate and bond rate. The prominent feature of the model is that the modified IS curve, derived by combining the commodity market clearing condition and the credit market clearing condition and thus called “the CC curve,” depends on the volume of reserves. Thus, a change in reserves following monetary policy affects not only the LM curve but also the modified IS curve.

The objective of this paper is to investigate empirically whether the bank lending channel operated in Japan. Following the burst of the asset price bubbles in the early 1990s, the Japanese economy went into a long economic slump. The failure of large financial institutions in autumn 1997 forced the Bank of Japan (BOJ) to lower the overnight call rate to 0.02% in February 1999. The period from 1999 to 2000 is called the “zero interest rate period” in Japan, and the BOJ no longer had room for further decline in the nominal interest rate. In March 2002, the BOJ decided to adopt a new framework, under which it could control its outstanding current account balances as the main operating instrument, and it raised the target level of the current account balance. (Note 2) However, as Krugman (1998a, 1998b) argued, Japan might have been in a liquidity trap in which the semi-elasticity of money demand to interest rate becomes so high that the quantitative easing monetary policy is ineffective in lowering the interest rates and stimulating the economy. However, note that this argument is based on the conventional IS–LM framework wherein the quantitative easing monetary policy could affect only the LM curve. On the other hand, if the bank lending channel can operate in Japan, the quantitative easing monetary policy can have some positive effect on the output. Therefore, to assess the BOJ’s quantitative easing monetary policy, we need to investigate whether the bank lending channel existed in Japan.

In this paper, we follow Bernanke and Blinder (1988) and propose a simple model with a bank lending channel. We then estimate the model using the Bayesian method to investigate whether the bank lending channel existed in Japan. We know that empirical analysis based on aggregate data suffer from an important identification problem: the inability to distinguish the change in bank loan observed after monetary policy is attributed to a change in loan supply (bank lending channel) or to a change in demand for bank loans stemming from a change in investments. The Bayesian estimation method allows us to distinguish the structural shocks that enable us to deal with the identification problem. Moreover, we focus on the differential quantitative easing monetary policy effects regardless of bank and firm size. This is motivated by Kashyap and Stein’s (1994) finding that since the existence of bank lending channels depends on the assumption of credit market imperfections from mainly information asymmetries, the loans of smaller banks and loans to bank-dependent smaller firms are more sensitive to monetary policy.

The remainder of this paper is organized as follows. Section 2 overviews the related literature that empirically investigates the bank lending channel in the monetary policy transmission mechanism. Section 3 proposes a simple dynamic stochastic general equilibrium (DSGE) model, in line with Bernanke and Blinder (1988), and considers the bank lending channel. Section 4 estimates the model using the Bayesian estimation method, and Section 5 concludes the study.

2. Literature Review

A vast body of the literature has investigated the bank lending channel of monetary policy empirically. Table 1 summarizes the related literature.

A large number of the early empirical works using aggregate data depend on vector autoregressive (VAR)-type models. They study the role of banks in the monetary policy transmission mechanism by investigating how bank loans respond to changes in monetary policy instruments or by examining the predictive power of bank loans for real economic variables. These studies include Bernanke and Blinder (1992), Ueda (1993), Dale and Halden (1993) and Walsh and Wilcox (1995). However, studies based on reduced-form VAR models suffer from an identification problem: the inability to distinguish between the change in bank loans following a monetary-policy induced change in loan supply (bank lending channel) and the change in demand for bank loans following a change in investments (interest rate channel).

There are mainly four approaches to deal with this identification problem.

The first employs a structural VAR (SVAR) model to distinguish between structural shocks, including loan supply shocks and loan demand shocks. Fackler (1990), Fackler and Rogers (1993), and Holtemöller (2003) are studies classified under this approach.
Table 1. Literature review

<table>
<thead>
<tr>
<th>author</th>
<th>countries</th>
<th>estimation methods</th>
<th>variables</th>
<th>findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernie and Kaplan (1998)</td>
<td>USA</td>
<td>Instrumental variables (IV)</td>
<td>Money demand function: D = α ln(L) + β ln(Y) + γ ln(P)</td>
<td>Monetary demand shocks became much more important relative to credit demand shocks in the 1990s.</td>
</tr>
<tr>
<td>Ross and Roman (1999)</td>
<td>USA, UK</td>
<td>SVAR</td>
<td>Sales of manufacturing firms</td>
<td>Examining the data of shifts in anti-inflationary policy (Ross dates). The forecast errors of credit supply is smaller than that of money supply, which implies that monetary policy influences the economy through money channel rather than through credit channel.</td>
</tr>
<tr>
<td>Fackler (1999)</td>
<td>USA</td>
<td>VAR</td>
<td>Real military spending, m, x, v, k, f, y, i, i,</td>
<td>The federal and private components of total credit individually have important but different effects on economic activity.</td>
</tr>
<tr>
<td>Bernie and Kaplan (1999)</td>
<td>USA</td>
<td>VAR</td>
<td>Money demand function: D = α ln(L) + β ln(Y) + γ ln(P)</td>
<td>Nominal interest rates, particularly FF rate, are good indicators of real variables. Monetary policy works in part by affecting the composition of bank assets.</td>
</tr>
<tr>
<td>Fackler and Rogers (2000)</td>
<td>USA</td>
<td>(considering exchange rate channel)</td>
<td>Government expenditures, p, r, e, m, total nonfinancial debt, y, i</td>
<td>Credit costs matter as importantly as any other variable in explaining movements in output, prices and interest rates. Movements in exchange rate have significant effects on domestic credit. These results support the core view and indicate the importance of the international features of the model.</td>
</tr>
<tr>
<td>Gertler and Gilchrist (1993)</td>
<td>USA, Germany</td>
<td>VAR (considering financial conditions)</td>
<td>Three types of investment functions: “real”, “spread” (CP rate - TB rate), “investment” and inventory variables, business cycle indicator</td>
<td>Following contractionary monetary policy, lending to small firms declines relative to lending to large firms, and short term borrowing by large firms from both banks and nonbank sources rises substantially.</td>
</tr>
<tr>
<td>Ramey (2003)</td>
<td>USA</td>
<td>VECM</td>
<td>y (industrial production), ln(M1), ln(M2), ln(M12), ln(M12), money supply, CP rate, CP rate, monetary policy shocks (Boschan and M1994)</td>
<td>The positive role of M2 for output is stronger than that of bank loans, which suggests that the money channel is much more important than the credit channel.</td>
</tr>
<tr>
<td>Ueda (2003)</td>
<td>Japan</td>
<td>VAR</td>
<td>Money demand function: D = α ln(L) + β ln(Y) + γ ln(P)</td>
<td>Among various monetary variables, bank loans are the best predictor of real economic variables, which means that bank loans play an important role in the transmission of monetary policy.</td>
</tr>
<tr>
<td>Dale and Holman (1994)</td>
<td>UK</td>
<td>VAR (considering government and company stock market liquidity)</td>
<td>y (industrial production), retail sales, x, v, credit spread</td>
<td>Bank behavior plays an important role in monetary policy transmission mechanism, but the importance of banks varies across sectors.</td>
</tr>
<tr>
<td>Gertler and Gilchrist (2004)</td>
<td>USA</td>
<td>VAR (considering financial conditions)</td>
<td>Sales, inventories, short-term debt</td>
<td>Following contractionary monetary policy, small firms contract substantially relative to large firms and they account for a significantly disproportionate amount of the output decline in manufacturing.</td>
</tr>
<tr>
<td>Miran, Rome and Wolf (2004)</td>
<td>USA</td>
<td>VECM</td>
<td>Event study</td>
<td>The evidence of the systematic changes in the importance of the lending channel cannot be found given the changes in financial structure.</td>
</tr>
<tr>
<td>Oliner and Ruddolph (2005)</td>
<td>USA</td>
<td>VAR (considering financial conditions)</td>
<td>Money demand function: D = α ln(L) + β ln(Y) + γ ln(P)</td>
<td>Small and large bank debt balances behave differently. Following monetary policy shock, there is an evidence that contractionary monetary policy limits the supply of bank debt relative to other forms of finance.</td>
</tr>
<tr>
<td>Pesko and Rosengren (2005)</td>
<td>USA (New England)</td>
<td>OLS</td>
<td>VAR in the sector</td>
<td>Monetary policy affects through capital-account channels, banks have a stronger effect on the economy compared to the effects through capital-contracted banks.</td>
</tr>
<tr>
<td>Oliner and Ruddolph (2006)</td>
<td>USA</td>
<td>OLS (considering financial conditions)</td>
<td>Investment function: Investment on lagged investment, lagged net sales, lagged cost of capital, cash flows,</td>
<td>For small firms, external finance becomes scarcer and thus linkage between internal funds and investment tightens significantly after monetary contractionary monetary policy.</td>
</tr>
<tr>
<td>Walsh and Wilcox (1995)</td>
<td>USA</td>
<td>VAR</td>
<td>y, p, r, FF rate, prime rate, l</td>
<td>Distortions in loan supply are sometimes important determinants of the volume of bank loan outstanding and of aggregate output.</td>
</tr>
<tr>
<td>Kakes (2000)</td>
<td>Netherlands</td>
<td>VECM</td>
<td>p, long-term interest rate, y, bond's yield, l</td>
<td>Banks use bonds as a buffer stock to offset economic disturbances, thus bank lending is an important transmission mechanism of monetary policy.</td>
</tr>
<tr>
<td>Hollembergk (2003)</td>
<td>Germany</td>
<td>SVAR</td>
<td>World export price, y (industrial production), p, spread, i, real effective exchange rate</td>
<td>The impact of monetary policy on output can be explained qualitatively by the credit channel. Contractual monetary policy increases the loan spread (external finance premium).</td>
</tr>
<tr>
<td>Choles and Gambescia (2004)</td>
<td>Italy</td>
<td>VECM</td>
<td>y (industrial production), p, r, e, spread, r, wage index</td>
<td>The impact of monetary policy on output and prices is significant through the money and credit channels, while exchange rate puzzle is detected.</td>
</tr>
<tr>
<td>Hilsenow, Veker and Wooten (2004)</td>
<td>Germany</td>
<td>VECM</td>
<td>y, r, e, (credit rate, money market rate)</td>
<td>There exists long-run loan demand and loan supply, which is the evidence in support of the bank lending channel. Although monetary policy induces changes in loan supply are significant, but they are small and negligible.</td>
</tr>
<tr>
<td>Foll, Aegang, Ahmed and Saimoto (2005)</td>
<td>Japan</td>
<td>SVAR (considering bank and firm size)</td>
<td>4, stock index, bank's balance sheet variables (capital, loans), y (industrial production), p, spread, r,</td>
<td>The contractionary monetary policy influences more substantially small banks and small businesses, groups that are more severely affected by capital market imperfections. Changes in financial structures matter for monetary policy transmission.</td>
</tr>
<tr>
<td>Brown and Magrini (2005)</td>
<td>USA, Germany, Japan, France, UK, Italy</td>
<td>VECM</td>
<td>y, p, i, d, spread (p - i)</td>
<td>In the USA and UK, the lending channel is not part of the transmission mechanism, while it plays a significant role in Japan. The other three European countries are not.</td>
</tr>
</tbody>
</table>
The second approach employs cointegration methods, or the vector error correction model (VECM). As mentioned earlier, three conditions must be satisfied for a bank lending channel to exist: (i) bank loans must be imperfect substitutes for other sources of finance, (ii) no perfect substitutes must exist for other sources of bank portfolios, and (iii) the aggregate loan demand must depend on the bank lending rate. Therefore, this approach investigates the stable long-run relationships between (i) loan demand and bank lending rate in the loan demand function, (ii) loan supply and bank lending rate in the loan supply function, and (iii) the aggregate demand and bank lending rate in the aggregate demand function. Examples of this approach include Kakes (2000), Chiades and Gambacorta (2004), Hülsewig, Winker, and Worms (2004), and Brissimis and Magginas (2005).

The third approach focuses on the relative movements of bank loans and a substitute for bank loans, commercial papers (CPs). The central insight is that they should contain information about the loan demand. Following a contractionary monetary policy, for example, if bank loans decrease due to a decline in loan supply, firms will increase their issuance of CPs. On the other hand, if a decline in loan demand is the main reason for the decrease in bank loans, the issuance of CPs also would decrease. Kashyap, Stein, and Wilcox (1993) use the “mix” variables, defined as ratio of bank loans to the sum of bank loans and CPs, for analysis. They investigate whether the mix variables would decrease significantly following a contractionary monetary policy and examine the predictive power of the mix variables for real economic variables. Miron, Romer, and Weil (1994) and Oliner and Rudebusch (1996) are also classified under this approach.

The fourth approach uses disaggregate rather than aggregate data and examines the differential effects of monetary policy regardless of bank and firm size. As for bank size, Kashyap and Stein (1995, 2000) show that small-bank lending falls substantially compared to large-bank lending following a tight monetary policy, and show that the bank lending channel matters more for the lending of small banks with the least liquid balance sheets. These results cannot be explained using the traditional interest rate channel. As for firm size, Gertler and Gilchrist (1993, 1994) find that small firms contract substantial sales and short-term debts (bank loans and CPs) relative to large firms after a contractionary monetary policy. These asymmetric responses between small and large firms cannot be explained using the traditional interest rate channel. Thus, the credit channel has larger effects on small firms that depend on banks and have higher agency costs, indicating that credit market imperfections help propagate the impact of monetary policy. Studies based on this approach include Oliner and Rudebusch (1995, 1996), Peek and Rosengren (1995), and Ford Agung, Ahmed, and Santos (2003). In recent years, some approaches use micro-data (individual bank data or firm data); for example, Ehrmann, Gambacorta, Martinez-Pagés, Sevestre, and Worms (2003).

This paper presents another empirical approach to deal with the identification problem, the Bayesian estimation method. This system-based method estimates each equation simultaneously and allows us to identify each structural shock, including the loan supply and loan demand shocks. The SVAR approach also can estimate each equation simultaneously and identify each structural shock. However, since the SVAR is based on a non-linear estimation method, implausible parameter values are often estimated, depending on their initial values. On the other hand, the Bayesian method can incorporate additional parameter information through priors and hence can offer economically meaningful parameters.

3. Model

In this section, we follow Bernanke and Blinder (1988) and propose a simple model that uses the bank lending channel. As in Bernanke and Blinder (1988), we assume three assets, money, bonds, and bank loans. Bernanke and Blinder (1988) focus on how monetary policy affects the aggregate demand, and so they ignore the supply side and treat the price level as given. We deviate from Bernanke and Blinder (1988) and endogenize the price level (inflation rate) by adding the aggregate supply curve (the Phillips curve) to their model. Hereafter, the lowercase letter denotes the percentage deviation from its steady-state value, except for interest rate.

We describe the loan market by the following equations:

\[ l_t^d - p_t = a_1 y_t - a_2 \rho_t + \varepsilon_{ld,t}, \quad a_1, a_2 > 0 \]  
\[ l_t' = b_1 (\rho_t - i_t) + d_t + \varepsilon_{l'r,t}, \quad b_1 > 0 \]

where \( l_t^d \) and \( l_t' \) denote the loan demand and loan supply, respectively; \( y \) is the real output; \( p \) is the price level; \( \rho \) and \( i \) are the bank lending rate and bond rate, respectively; and \( d \) denotes deposits. Equation (1) is a loan demand function, by which the real loan demand is increasing in economic activity but decreasing in bank lending rate. Loan demand will not depend on the bond rate if the firms are bank-dependent, that is, if they cannot issue corporate bonds to finance their expenditure. Equation (2) is a loan supply function, by which the fraction of the bank’s net of
required reserves held in bank loans is increasing in the interest rate spread \( \rho - i \). (Note 3) \( \epsilon_{ld} \) and \( \epsilon_{lt} \) are exogenous shocks to loan demand and loan supply, respectively.

Since the bank’s reserve demand equals its reserve supply determined by the central bank in equilibrium, the equilibrium reserves condition can be written as

\[
rs_t = -c_i i_t + d_t, \quad b_1 > c_1 > 0,
\]

(3)

where the left-hand side of equation (3) \( rs_t \) is the reserve supply and the right-hand side indicates that the reserve demand is decreasing in bond rate. (Note 4)

By inserting equation (3) into (2) and eliminating \( d \), we obtain the loan supply function, represented in terms of the reserve supply \( rs \) as follows:

\[
l_t = b_1 \rho_t - (b_1 - c_1) i_t + rs_t + \epsilon_{lt},
\]

(4)

We find that the assumption of \( b_1 > c_1 \) ensures that the loan supply is decreasing in the bond rate, \( i \).

The money market clearing condition can be described by a traditional LM curve,

\[
d_t - p_t = d_1 y_t - d_2 i_t + \epsilon_{dd}, \quad d_1, d_2 > 0.
\]

(5)

The demand for deposits (i.e., money) is increasing in real income \( y \) and decreasing in the opportunity cost of holding deposits \( i \). (Note 5) \( \epsilon_{dd} \) is the exogenous shock to deposit (money) demand. By inserting equation (3) into (5) and eliminating \( d \), we obtain the LM curve, represented in terms of the reserve supply \( rs \) as follows:

\[
rs_t - p_t = d_1 y_t - (c_1 + d_2) i_t + \epsilon_{dd}.
\]

(6)

We specify the IS curve as

\[
y_t = e_1 y_{t-1} - e_2 \{i_t - (E_1 [p_{t+1}] - p_t)\} - e_3 \{\rho_t - (E_1 [p_{t+1}] - p_t)\} + \epsilon_{y}, \quad e_1, e_2, e_3 \geq 0,
\]

(7)

which indicates that the aggregate demand depends negatively on the real interest rate measured by the bond rate as well as bank lending rate. We also include the aggregate demand lag term \( y_{t-1} \) to capture the habit formation in consumption and the adjustment costs in investment. \( \epsilon_{y} \) denotes the demand shock.

The Phillips curve (the aggregate supply curve) is specified as

\[
\pi_t = g_1 \pi_{t-1} + g_2 y_t + \epsilon_{\pi}, \quad g_1, g_2 > 0.
\]

(8)

We include a lag term \( \pi_{t-1} \) to capture inflation persistence. That is, the dependence of inflation on its own past. \( \epsilon_{\pi} \) denotes cost-push shock. The specification in equation (8) is based on Galí and Gertler (1999) and Christiano, Eichenbaum, and Evans (2005) that point out that the existence of backward-looking firms, which use a simple rule-of-thumb or an indexation when setting their prices, creates inflation persistence.

By plugging the loan market clearing condition [combining equations (1) and (4) into (7)] so as to eliminate \( \rho \), we obtain

\[
y_t = \frac{(a_2 + b_1) e_1}{a_2 + b_1 + a_1 e_3} y_{t-1} - \frac{(a_2 + b_1) e_2 + (b_1 - c_1) e_3}{a_2 + b_1 + a_1 e_3} i_t + \frac{(a_2 + b_1) (e_2 + e_3)}{a_2 + b_1 + a_1 e_3} E_1 [p_{t+1}] \\
- \frac{(a_2 + b_1) e_2 + (1 + a_2 + b_1) e_3}{a_2 + b_1 + a_1 e_3} p_t + \frac{e_3}{a_2 + b_1 + a_1 e_3} rs_t + \frac{e_3 (\epsilon_{ld} - \epsilon_{dd}) + (a_2 + b_1) \epsilon_{y}}{a_2 + b_1 + a_1 e_3}.
\]

(9)

Equation (9) is the CC curve, which represents the combination of the real income and bond rate that equilibrate both commodities’ (goods) market and the credit market. Under the assumption of \( b_1 > c_1 > 0 \), the CC curve is downward sloping in the \( y - i \) plane, like the IS curve. As mentioned above, the prominent feature of the CC curve is that it depends on the quantity of reserves, \( rs \). Therefore, a change in reserves induced by monetary policy affects not only the LM curve but also the CC curve. We also see from equation (9) that when the loan demand or supply are perfectly elastic with respect to bank lending rate \( (a_2, b_1 \to \infty) \) or the bank lending rate does not affect the aggregate demand \( (e_3 = 0) \), there is no distinct bank lending channel.
Our model is closed after specifying the monetary policy rule. Suppose that the monetary policy operating instrument is the reserve supply (the outstanding current account balance at the BOJ), consistent with the fact that the BOJ has adopted the reserve supply as the main operating instrument since March 2001. Furthermore, suppose that the BOJ responds to the real income (output gap) and inflation.

\[ rs_t^* = -h_1 y_t - h_2 \pi_t + v_t \] (10)

\[ v_t = k_1 v_{t-1} + \epsilon_{rs_t}, \quad 0 < k_1 < 1 \] (11)

Equation (10) indicates that the BOJ decreases the reserve supply when the real output and/or inflation rate increases. Equation (11) indicates that the exogenous component \( v \) follows the AR(1) process. \( \epsilon_{rs_t} \) is the monetary policy shock.

Summarizing the above, our model consists of seven equations, (1), (4), (6)–(8), (10), and (11), with seven endogenous variables, \( x_t = \{ y_t, p_t, rs_t, \pi_t, \rho_t, l_t, v_t \} \).

4. Estimation

4.1 Methodology

We employ the Bayesian methodology to estimate our model. This is a system-based method that allows us to incorporate additional information on parameters through priors. This feature is very useful when only small samples of data are available, as in our model. The Bayesian estimation methodology consists of five steps. (Note 6)

The first step solves the linear rational expectations model. In general, the log-linearized DSGE model can be written as a rational expectations system of the form,

\[ \Gamma_0(\Theta)x_t = \Gamma_1(\Theta)x_{t-1} + \Gamma_\varepsilon(\Theta)\varepsilon_t + \Gamma_\eta(\Theta)\eta_t, \] (12)

where \( x \) denotes the vector of endogenous variables, \( \varepsilon \) is the vector of exogenous process \( \eta \), \( E[\eta_{t+1}] = 0 \) denotes the rational expectation forecast errors, and \( \Theta \) is the parameter vector. The solution algorithm for the linear rational-expectations model proposed by Sims (2002) is applied to equation (12) to obtain the state transition equation,

\[ x_t = \Phi_1(\Theta)x_{t-1} + \Phi_2(\Theta)\varepsilon_t. \] (13)

At the second step, the model is written in state space form by adding the measurement equation to the state transition equation (13). The measurement equation relates the model variable \( x \) to a vector of observables \( z \):

\[ z_t = A(\Theta) + Bx_t \] (14)

where \( A(\Theta) \) denotes the constant vector, which is related to the parameters, and \( B \) denotes the matrix selecting the elements of model variables \( x \), which are related to the observable variables.

The third step is the likelihood function \( L(\Theta|Z) \), where \( Z = \{ z_t \}_{t=1}^T \) is evaluated with the Kalman filter. However, estimating parameter vector \( \Theta \) using the maximum-likelihood method is not easy, because the likelihood function is specified as a complex multi-dimensional parameter function and might have twin or multiple peaks, or a flatter shape around its peak.

Thus, at the fourth step, the likelihood function \( L(\Theta|Z) \) and prior distribution \( p(\Theta) \) are combined to obtain the posterior density function

\[ p(\Theta|Z) \propto L(\Theta|Z) p(\Theta). \]

Now, a numerical optimization routine is used to maximize \( \ln L(\Theta|Z) + \ln p(\Theta) \) to obtain the posterior mode of \( L(\Theta|Z) p(\Theta) \), and the inverse of the Hessian of \( L(\Theta|Z) p(\Theta) \) evaluated at the posterior mode \( \Theta = \tilde{\Theta} \), denoted by \( \Sigma \), is calculated as

\[ \Sigma = \left[ \frac{\partial^2 L(\Theta|Z) p(\Theta)}{\partial \Theta \partial \Theta'} \right]^{-1}. \]

At the final step, the model derives the parameters’ posterior distribution numerically using a Monte Carlo Markov
Chain (MCMC) algorithm. The specific MCMC algorithm used in this paper is the Metropolis-Hastings algorithm. In this algorithm, $\Theta^{(0)}$ is drawn from the normal distribution $N(\bar{\Theta}, c^2\Sigma)$ as the starting value and $\Theta$ is drawn from the proposal distribution $N(\Theta^{(s-1)}, c^2\Sigma)$ for $s = 1, \ldots, n$, where $c > 0$ is the scale parameter, which adjusts the variance. The jump from $\Theta^{(s-1)}$ is accepted with probability

$$\min \left(1, \frac{L(\Theta|Z)p(\Theta)}{L(\Theta^{(s-1)}|Z)p(\Theta^{(s-1)})} \right)$$

and rejected otherwise ($\Theta^{(s)} = \Theta^{(s-1)}$). We know that the sequence of $\{\Theta^{(1)}, \Theta^{(2)}, \ldots, \Theta^{(n)}\}$ converges to the true distribution $L(\Theta|Z)p(\Theta)$ as $n \to \infty$.

In this paper, we generate 100 000 draws in this manner, discarding the first 30000 iterations.

### 4.2 Data and Priors

Note that we need at least as many exogenous shocks as there are observed variables to avoid stochastic singularity in Bayesian estimation. Our model includes seven endogenous variables, $x_i = \{y_t, p_t, rs_t, l_t, \rho_t, y_t, v_t\}$, and six exogenous shocks, $\epsilon_i = \{\epsilon_{y,t}, \epsilon_{p,t}, \epsilon_{rs,t}, \epsilon_{ld,t}, \epsilon_{ls,t}, \epsilon_{rs,t}\}$. Thus, we can use at most six observable variables. We choose the six observable variables $z_i = \{y_t, p_t, rs_t, l_t, \rho_t, y_t\}$.

Since the sample period should include the era of quantitative easing monetary policy, we set the period from January 2000 to December 2012 using monthly data.

Our model is represented in terms of percentage deviation from its steady-state value, except for the interest rate. Therefore, we log and de-trend the data of the real income (output gap) $y$, price index $p$, bank reserves $rs$, and bank lending $l$ using the Hodrick–Prescott filter with the smoothing parameter of 14400, and de-mean the data on bond rate $i$ and the bank lending rate $\rho$. We calculate the data on $y$ from the industrial production index and on $\pi$ from the consumer price index. As mentioned above, we focus on the differential effects of quantitative easing monetary policy regardless of bank and enterprise size. We consider three categories of Japanese banks based on their size on the lending side: all banks, City banks, and Regional I and II banks (hereafter, Regional banks). (Note 7) We also consider two categories of enterprises based on their borrowing side: all enterprises (corporations), and small and medium-sized enterprises (hereafter SMEs). Thus, the data on bank lending are classified into six categories—(i) $l_{ma}$: all banks’ loans to all firms, (ii) $l_{ms}$: all banks’ loans to SMEs, (iii) $l_{ma}$: City banks’ loans to all enterprises, (iv) $l_{ms}$: City banks’ loans to SMEs, (v) $l_{ma}$: Regional banks’ loans to all firms, and (vi) $l_{ms}$: Regional banks’ loans to SMEs. The data on bond rate $i$ comprise the 10-year government bond yield. As for data on bank lending rate, we categorize three types of data based on the average contract interest rate on loans according to the three categories of banks: the average contract interest rate on loans of all banks for (i) and (ii); that on loans of City banks for (iii) and (iv); and that on loans of Regional banks for (v) and (vi). Owing to limited data availability, we proxy the outstanding balance of the BOJ’s current accounts $rs$ as the deposit paid data on the assets side of the banks’ balance sheet. Similarly, we use the three types of data on the deposits paid in accordance with the three categories of banks: the deposit paid data of all banks for (i) and (ii); those of City banks for (iii) and (iv); and those of Regional banks for (v) and (vi). The above data can be obtained from the BOJ.

The priors are specified in Table 2, which reports the distribution, the mean, and standard deviations. We use the gamma distribution for parameters restricted to be positive, and the inverse gamma distribution for the standard deviations of the shocks. As for the means of parameters, we choose standard values.
Table 2. Priors

<table>
<thead>
<tr>
<th>parameter</th>
<th>distribution</th>
<th>mean</th>
<th>standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>elasticity of loan demand with respect to real output</td>
<td>Gamma</td>
<td>0.5</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>semi-elasticity of loan demand with respect to bank lending rate</td>
<td>Gamma</td>
<td>0.02</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>semi-elasticity of loan supply with respect to spread</td>
<td>Gamma</td>
<td>0.05</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>semi-elasticity of bank reserves demand with respect to bond rate</td>
<td>Gamma</td>
<td>0.01</td>
</tr>
<tr>
<td>$\delta_1$</td>
<td>elasticity of money demand with respect to real output</td>
<td>Gamma</td>
<td>1.0</td>
</tr>
<tr>
<td>$\delta_2$</td>
<td>semi-elasticity of loan demand with respect to bond rate</td>
<td>Gamma</td>
<td>0.5</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>degree of aggregate demand persistence</td>
<td>Gamma</td>
<td>0.7</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>semi-elasticity of aggregate demand with respect to real interest rate</td>
<td>Gamma</td>
<td>1.5</td>
</tr>
<tr>
<td>$\epsilon_3$</td>
<td>semi-elasticity of aggregate demand with respect to real interest rate</td>
<td>Gamma</td>
<td>1.0</td>
</tr>
<tr>
<td>$g_1$</td>
<td>degree of inflation persistence</td>
<td>Gamma</td>
<td>0.7</td>
</tr>
<tr>
<td>$g_2$</td>
<td>elasticity of inflation rate with respect to real output</td>
<td>Gamma</td>
<td>0.1</td>
</tr>
<tr>
<td>$h_1$</td>
<td>coefficient on output gap in the monetary policy reaction function</td>
<td>Gamma</td>
<td>0.8</td>
</tr>
<tr>
<td>$h_2$</td>
<td>coefficient on inflation rate in the monetary policy reaction function</td>
<td>Gamma</td>
<td>1.2</td>
</tr>
<tr>
<td>$k_1$</td>
<td>monetary policy shock persistence</td>
<td>Gamma</td>
<td>0.7</td>
</tr>
<tr>
<td>$\sigma^2_y$</td>
<td>variance of demand shock</td>
<td>Inverse Gamma</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma^2_l$</td>
<td>variance of cost-push shock</td>
<td>Inverse Gamma</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma_{ad}^2$</td>
<td>variance of money demand shock</td>
<td>Inverse Gamma</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma_{al}^2$</td>
<td>variance of loan supply shock</td>
<td>Inverse Gamma</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma_{ls}^2$</td>
<td>variance of loan demand shock</td>
<td>Inverse Gamma</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma_{ys}^2$</td>
<td>variance of monetary policy shock</td>
<td>Inverse Gamma</td>
<td>0.01</td>
</tr>
</tbody>
</table>

4.3 Results and Discussions

Table 3 reports the Bayesian estimation results. As for the loan demand and supply curves, the estimated semi-elasticities of loan supply with respect to bank lending rate are larger than those of loan demand. This means that the loan supply curve is flatter in the $\rho - \lambda$ plane, and, thus, following an increase in loan supply (the loan supply curve shifts to the right), a larger decline in bank lending rate is needed to stimulate loan demand. Furthermore, the semi-elasticities of both loan demand and loan supply with respect to bank lending rate are almost the same regardless of bank and enterprise size. (Note 8) As for the money demand function, the point estimation of semi-elasticities with respect to bond rate $c_1 + d_2$ is about 1.408, which is much larger than the estimation obtained in previous studies. This might show that Japan has been in a “liquidity trap” in recent years. As for the IS curve, the aggregate demand reacts more to the real interest rate in terms of bank lending rate than in terms of bond rate, meaning that the bank lending rate plays an important role in determining the aggregate demand. As for the Phillips curve, the elasticities of inflation rate with respect to the output gap are estimated at small values of about 0.02. This means that a 1% improvement in output gap increases the inflation rate by only 0.02%. These findings are consistent with the fact that the Phillips curve has become “flatter” in recent years. Last, the estimated monetary policy function indicates that the BOJ reacts more aggressively to changes in output gap than to changes in inflation rates.

Figure 1 displays the Bayesian impulse response functions of output gap $y$, inflation rate $\pi$, the spread $\rho - \lambda$, and bank lending $l$ with respect to the one-standard-error positive shock to bank reserves $r_s$ for 24 periods (2 years). Table 4 extracts the figures for $\rho - \lambda$ and bank lending $l$. From the figure and table, we find that the quantitative easing monetary policy shock $l$ increases while $\rho - \lambda$ declines, and that $y$ and $\pi$ increase significantly in all cases. The co-existence of the decline in $\rho - \lambda$ and increase in $l$ means that the loan supply increases more than the loan demand, which is evidence of the bank lending channel. Moreover, a comparison of the bank loans to all enterprises with the loans to SMEs shows that the spreads decline more largely, while loans increase more slightly for loans to all enterprises. One possible explanation is that following the quantitative easing monetary policy shock, the loan demand curve of SMEs shifts to the right in larger magnitude.

Table 5 shows the variance decomposition results, that is, the proportion of forecast error variance explained by each shock. We see that the shock that can explain the most proportion in forecast error variance of bank loan $l$ is the monetary policy shock $e_{rs}$. On the other hand, the shock that can explain the most proportion in forecast error variance of spread $\rho - \lambda$ is the loan supply shock $e_{ls}$. These results are consistent with the impulse response functions and comprise evidence of the bank lending channel. A comparison of the results of loans to all enterprises with those of loans to SMEs also show that a larger proportion in the forecast error variance of bank loan $l$ is explained by loan supply shock $e_{ls}$ for loans to SMEs than for loans to all enterprises. These results indicate that the equilibrium
quantity of bank loans is more constrained by the supply side for loans to SMEs, from, for example, credit rationing. The other noteworthy finding is that a smaller proportion of forecast error variance for Regional Bank loans is explained by the monetary policy shock $\varepsilon_{\rho}$, whereas a larger proportion is explained by cost-push shock $\varepsilon_{s}$. These results are inconsistent with Kashyap and Stein’s (1994) findings that the loans of smaller banks as well as the loans to bank-dependent smaller firms are more sensitive to monetary policy.

Table 3. Estimation results

<table>
<thead>
<tr>
<th>$\lambda_{1}$</th>
<th>$\lambda_{2}$</th>
<th>$\lambda_{3}$</th>
<th>$\lambda_{4}$</th>
<th>$\lambda_{5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1115</td>
<td>0.1542</td>
<td>0.1278</td>
<td>0.1964</td>
<td>0.1905</td>
</tr>
</tbody>
</table>

Table 4. Impulse response functions of $\rho - i$ and $l$ with respect to $\varepsilon_{\rho}$

<table>
<thead>
<tr>
<th>$\rho - i$</th>
<th>$l - 0.0658$</th>
<th>$l - 0.0094$</th>
<th>$l - 0.0609$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho - i$</td>
<td>$-0.0658$</td>
<td>$-0.0094$</td>
<td>$-0.0609$</td>
</tr>
</tbody>
</table>

Table 5. Summary statistics

<table>
<thead>
<tr>
<th>$\varepsilon_{\rho}$</th>
<th>$\varepsilon_{s}$</th>
<th>$\varepsilon_{\rho}$</th>
<th>$\varepsilon_{s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1115</td>
<td>0.1542</td>
<td>0.1278</td>
<td>0.1964</td>
</tr>
</tbody>
</table>
Figure 1-1. Impulse response functions: \( l_{\text{all}} \) (all banks’ loans to all enterprises)

Figure 1-2. Impulse response functions: \( l_{\text{SME}} \) (all banks’ loans to SMEs)
Figure 1-3. Impulse response functions: $l_{ca}$ (City banks’ loans to all enterprises)

Figure 1-4. Impulse response functions: $l_{cs}$ (City banks’ loans to SMEs)
Figure 1-5. Impulse response functions: $l_{ra}$ (Regional banks’ loans to all enterprises)

Figure 1-6. Impulse response functions: $l_{rs}$ (Regional banks’ loans to SMEs)
5. Conclusions

In this paper, we investigate empirically whether the bank lending channel operated in Japan. We focus on the differential effects of quantitative easing monetary policy regardless of bank and firm size. We extend Bernanke and Blinder’s (1988) model to endogenize the price level (inflation rate) and estimate it using the Bayesian estimation method.

Our estimation results show that with respect to bank lending rate, the semi-elasticities of loan supply are larger than those of loan demand. This means that the loan supply curve is flatter in the $\rho - l$ plane; thus, following an increase in loan supply (the loan supply curve shifts to the right), a larger decline in bank lending rate is required to stimulate loan demand. We also find that with respect to bank lending rate, the semi-elasticities of both loan demand and loan supplies are almost the same regardless of bank and enterprise size.

Our Bayesian impulse response function analyses show that following a quantitative easing monetary policy shock, the lending of banks increases whereas the spread declines, which is evidence of the bank lending channel. Moreover, the spreads decline more largely, while loans increase more slightly for loans to all enterprises. This means that a quantitative easing monetary policy shock stimulates the loan demand of SMEs in larger magnitude.

From our variance decomposition analyses, we find that while a large proportion of forecast error variance in bank loans is explained by monetary policy shock, a large proportion of forecast error variance in the spread is explained by loan supply shock. These results are also evidence of the bank lending channel.

However, we find no obvious evidence that the loans of smaller banks and loans to smaller firms are more sensitive to monetary policy. Especially, a smaller proportion of forecast error variance for loans of Regional banks is explained by monetary policy shock and a larger proportion of forecast error variance of loans to SMEs is explained by the loan
supply shock compared to that of loans to all enterprises, implying that bank loans to SMEs are more constrained by the supply side.
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**Notes**

Note 1. This means that bank loans and open-market bonds are not perfect substitutes and so the Modigliani-Miller capital structure invariance proposition does not hold.


Note 3. Equation (2) is derived by log-linearizing the loan supply function \( L^S_t = \lambda (\rho - i) \times (1 - \gamma) D_t \), where \( \gamma \) is the required reserve ratio on deposits and \( \lambda \) denotes the fraction of the bank’s net of required.

Note 4. The right-hand side of equation (3) is derived by log-linearizing the bank reserve demand function \( R^S_t = (\gamma + \alpha(i)) D_t \), where \( \alpha \) denotes the fraction of reserve demand that exceeds the required reserve. \( \alpha \) is decreasing in the bond rate.

Note 5. Note that we normalize the deposit interest rate as zero.


Note 7. Trust banks are not included.

Note 8. Strictly speaking, the semi-elasticities of loan supply are slightly larger for loans to all enterprises than for SMEs.
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